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ABSTRACT
With the increased interaction between artificial agents and hu-
mans, the need to have agents who can respond to their human
counterparts appropriately will be crucial for the deployment of
trustworthy systems. A key behaviour to permit this, one which
humans and other living beings exhibit naturally, is empathy. In
my research I explore the potential for agents to behave in ways
that may be considered empathetic. Empathy is a two stage process
involving the identification of the feelings or goals of the other, and
having that same feeling be evoked in oneself. I began my work
towards this objective by initially designing an agent who exhibits
sympathy - the ability to identify the goals of another. Empathy is
slightly more complex as it involves a process of projecting the state
of the other back onto oneself and observing one’s own response.
In my research I hope to draw inspiration from this and evoke
empathy through a process of mapping the other’s goals back to
oneself. By drawing upon empathetic responses, the hope is that
this will lead to a faster and deeper understanding of the other.
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1 INTRODUCTION
Machine learning and artificial intelligence has played a prominent
role in the acceleration of the current information and data driven
world of today. As the prevalence of these technologies grows in
their impact and influence, more awareness is coming to the fore-
front about their limitations and risks. Work is currently underway
in areas of safety, governance, and policy in AI [1]. There are sig-
nificant concerns around the potential harm that such technologies
could bring. As our use of these technologies extend from one di-
rectional interactions (like a user with their smart device or car) to
more bi-directional interactions (a virtual secretary, or robotic pet),
the need to create agents who are able to reason, act morally, and
evaluate the social and ethical implications of their actions becomes
increasingly important. The advancements made in algorithms in
the fields of computer vision, learning, reasoning and planning have
been incorporated into robotic technologies, much of which is now
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commercially available to the average consumer. This interaction
with humans has seen itself extend to critical applications, such as
AI doctors [5] and agents that interact with the elderly [15]. As such
these technologies need to be designed to exhibit more nuanced
care in their actions, laying particular emphasis on the safety and
comfort of the other agents (humans).

In human-to-human interactions, there are many factors that
lead to harmonious relationships. Humans are able to easily sympa-
thise and empathise with others. This ability to care extends beyond
being directed at just other humans, and includes animals, plants
and to some extent, non-living objects [6]. It is this ability to pre-
empt how others will behave and feel, learnt from an understanding
of how oneself will behave and feel under a similar situation, that
allows us to exist cohesively. As such, in order for AI technologies
to better integrate with humans and be accepted, important human-
like characteristics will need to be exhibited. There are many key
components for this integration, but the focus of this research will
be limited to a fundamental part of human interaction - empathy.
As defined by Hoffman [7], empathy is “any process where the at-
tended perception of the object’s state generates a state in the subject
that is more applicable to the object’s state or situation than to the
subject’s own prior state or situation”. This can be broken down into
two processes - the first identifies that the other is experiencing
a particular emotion, and the second generates a state within the
observer that more closely resembles the other’s state.

Using reinforcement learning (RL) [14], my thesis aims to de-
velop agents who can more readily identify with others through
empathy. Although this endeavour involves modelling other agents,
my focus differs from that of prior RLwork in Theory of Mind (ToM)
[8] and goal recognition [12]. Specifically, goal recognition observes
sequences of actions to predict the goal of another agent, while
ToM attempts to interpret the others’ mental states, intentions and
beliefs [3]. An empathy-based approach will differ, as additional
information based on oneself is incorporated into this modelling
process, thereby allowing for a richer understanding of the other
and the ability to better identify the best actions to take in the
interests of the other. Previous works have attempted to model em-
pathetic agents but many have fallen short of the definition above
[4, 10]. I base my approach of inferring behaviours of other agents
using inverse reinforcement learning (IRL), [9] which we will boost
with empathy information. Once this understanding has been devel-
oped, it will be used to evoke considerate behaviours. In particular,
we consider learning a sympathy function to determine the degree
to which an agent should act selfishly or selflessly based on the
situation at hand. This function is designed to operate dynamically
in an online fashion whilst ensuring versatility and generalisation.
As my intended application is in human-robot interaction scenarios,
we hope to eventually adapt my empathy framework to operate
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in more complex and realistic situations, and be adaptable to the
stochastic nature of human behaviours.

2 CONTRIBUTIONS
The objective of my research is to develop a framework that trains
agents to behave empathetically as described by Hoffman [7]. This
can be described as agents who can concurrently:

(1) understand the goals of other agents they interact with,
(2) understand when and how their actions impact the other

agent,
(3) map similar goals from their own value system to that of the

other agent (similar actions/rewards).
(4) adjust their actions to behave considerately of the other.

3 SYMPATHETIC AGENTS
My first piece of work [13] focused on the development of a sym-
pathetic agent. Sympathy differs from empathy as it is primarily
focused just on the identification of motivations or feelings in the
other.

In this work I presented a sympathetic framework which takes
into consideration the goals of both agents. Our environmental
setting is motivated by situations where a human may interact
with a robot. The human (referred to as the other agent, or the
independent agent) is assumed to already possess their own beliefs
and behave according to a fixed policy. The robot (learning agent)
however, must learn to concurrently complete its task, whilst also
behaving considerately of the other agent. To do so, my frame-
work infers the reward function (goals) of the other agent through
IRL. Using a convex weighted sum of the inferred rewards and the
learning agent’s own rewards returned from the environment, a
sympathetic reward is constructed, based on which the learning
agent is trained. The weighting of the two rewards is determined
by a dynamically adjusted sympathy function, which considers the
long term outcomes for both agents to ensure the learning of con-
siderate behaviours, while simultaneously giving due importance
to its own rewards. Previous works [2, 4, 10] have also proposed
the use of such a weighting, however in these works this weighting
was considered a fixed hyperparameter that the user was required
to specify beforehand. This was a key limitation, as the degree of
weighting could not adapt to the situation the agent is faced with
within the game.

My proposal was applied to both adversarial and assistive games,
andwas shown to successfully induce considerate behaviourswhilst
also allowing the learning agent to complete its task.

4 EMPATHETIC AGENTS
Following my work on sympathetic behaviour, I now focus on
extending the previous work to mimic and evoke an empathetic
response. Empathy differs by the added process whereby the emo-
tional state of the other is also evoked within oneself. Though the
differences between an empathetic agent and a benevolent agent
may not be overly apparent, I believe the empathy based process
of modelling the other will induce slightly different behaviours. As
there will be a strong emphasis on mapping states back to oneself,
a deeper understanding of another’s experience will manifest itself
in more considerate actions as the learning agent will behave in

ways that it would have wanted another to behave had it been in a
similar situation.

In a virtual game or real-world robot, what this may look like
is the ability to develop a model of the other faster (as you can
use yourself as a source of information). Additionally, empathy
allows a more nuanced understanding of the other, more so than
sympathy. For example if the other agent is hurt, the learning agent
can reflect upon themselves to garner how they would want to be
treated by the other if they themselves were hurt. This provides a
clearer understanding on the best action the learning agent should
take in response to the other agent’s situation.

Though still in the preliminary stages, one avenue of thought
is to identify when the rewards of the two agents are similar, and
use this to determine whether the situation would evoke empathy.
Compared to the previous sympathy project where IRL was used to
infer the rewards of the independent agent, with empathy, I could
instead map the rewards from the independent agent to the learning
agent (and vice-versa). When such a link is made, agent rewards
can be divided into intrinsic rewards (rewards that are commonly
shared between the two agents e.g. negative rewards from being
harmed), and environmental rewards (rewards that are unique to
the objective of each agent). The identification of intrinsic rewards
could lead to a better understanding of the potential true reward
of the other agent, thus enabling the learning agent to leverage its
own value function to infer the value function of the other agent.

Previous works have examined empathy along a similar vein.
Work by Bussmann et al. [4] imposes the complete value function
of the learning agent over the other agent to imagine how it would
feel if it was in the other agent’s position. The limitation of this
work, which I hope to alleviate is the assumption that the other
agent also values completely what the learning agent values. Work
by Raileanu et al. [11] removes this limiting assumption and uses
the learning agent’s model parameters and the observed actions of
the other agent to infer what its goal may be. Although this work is
most closely aligned with my objective, it is limited by constraints
associated with the goals of the game and the training procedure.
This is a constraint I aim to address in my own work.

5 FUTUREWORK
In the future, I aim to adapt my framework to handle complex and
stochastic independent agent policies, a setting that more accu-
rately represents real human behaviours. Additionally, it is cur-
rently assumed that reward features are shared between the agent
and the human. However, humans are likely to have a vaster space
of features and preferences. As such, exploration into adapting our
framework to more generalised reward functions will be required.
Both of these challenges could involve substantial improvements
to the IRL component. The exact nature on how to implement this
is still unclear, but is a very interesting area for future work.

We believe that equipping artificial agents with empathetic be-
haviours is an important area for further research, particularly with
the proliferation of human-agent systems. Future work in this area
could tackle a number of issues such as building trust between
humans and artificial agents, and helping to robustly align agent
behaviours with human values.
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