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ABSTRACT
A BDI agent’s ability to perform well depends on its reasoning time.
If the reasoning is slow, it is possible that the environment has
changed and the action selected is no longer optimal by the time
the agent has finished to deliberate. This work then builds a BDI
architecture using Anytime Algorithms that can control the amount
of time used by the agent to reason and act on the environment. I
briefly describe the proposed architecture and its implementation
in the Jason agent language.
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1 INTRODUCTION
The BDI model proposed by Bratman [2] and formalized by Rao
and Georgeff [6] mainly consists of reviewing the agent’s beliefs
based on perceptions, listing and filtering desires to generate inten-
tions, and creating and executing plans to achieve those intentions.
However, Bratman et al. [3] states that one of the problems with
agents is that reasoning is not immediate, as studied by Simon
[8]. Hence, the agent risks that the environment changes and the
selected action is no longer optimal when the agent finishes deliber-
ating. Considering this problem, to plan actions in scenarios where
the time available to generate the plan is variable, and the process
of decision making is complex, Dean and Boddy [4] defined a class
of algorithms called anytime algorithms. Based on the work of Dean
and Boddy [4], Zilberstein [12] proposed ways to analyze and com-
pose algorithms in order to create complex systems that allow the
balancing between processing time and quality of results. Since one
of the issues of the BDI architecture is the need for fast practical
reasoning, and the main characteristic of Anytime Algorithms is
the possibility of controlling the execution time, it seems logical to
use anytime algorithms to design more efficient BDI agents.

This work then aims to answer the question: How can we build
a BDI architecture using Anytime Algorithms that can control
the amount of time used by the agent to reason and act on the
environment while assuring a minimum quality in the actions?
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2 ANYTIME BDI
In order to answer this question, in this section I present a brief
description of the formal model called Anytime BDI. First, it is
necessary to define three terms: Internal actions, external actions
and plans. Based on the definitions made by Schut et al. [7], I
formally define these elements below:

(1) An external action (α ) is an action that is performed by the
agent on the environment. Examples of external actions include
agent movement, activating a button and carrying an item. (2) An
internal action (β) is an action that is performed by the agent that
does not directly change the environment. Instead, it affects the
internal state of the agent. Examples of internal actions include
creating a new belief or acquiring a new goal. (3) A plan (π ) is a
pre-defined sequence of internal (α ) and external (β) actions.

Having made these definitions, I present a description of the
model of the Anytime BDI Agent:

An Anytime BDI Agent is an intelligent agent architecture com-
posed of two layers. One is the Agent Data Layer (ADL), which
contains all the agent’s data structures. The other is the Agent
Control Layer (ACL), composed of the mechanisms that control the
agent execution. The Anytime Data Layer is comprised of all the
structures that store the necessary data for the execution of the
agent. We define ADL = ⟨P,B,Π,D,I,αdef ault , t∆,DA,PP⟩

where:(1) The set of perceptions P; (2) The set of beliefs B; (3) The
set of desires D; (4) The set of plans Π; (5) The set of intentions
I; (6) The default action αdef ault executed if no better action was
found; (7) The response time t∆; (8) The queue of delayed actions
DA; (9) The set of performance profiles PP;

The Anytime Control Layer is comprised of the processes respon-
sible for running the Anytime BDI Agent and ensuring its execution
within the specified time. We define ACL = ⟨BM,IG,IE,M,F⟩

where: (1) BM : Belief Manager is the anytime component respon-
sible for producing a new set of beliefs from perceptions; (2) IG :
Intention Generator is the anytime component responsible for based
on current beliefs, desires, and intentions, produce a new set of
intentions and plans; (3) IE : Intention Executor is the anytime
component responsible for based on current beliefs, intentions, util-
ity function, and delayed actions, choose an external action to be
executed on the environment; (4) M : Monitor is the component
responsible for based on the performance profiles and t∆, calcu-
late time allocation and control the execution; (5) F is a function
responsible for calculating the utility of an external action α .

The goal of this model is to make the agent perform an exter-
nal action α in the environment at each time interval t∆. For this,
three modules were defined (BM,IG, and IE), which are anytime
algorithms responsible for analyzing perceptions, beliefs, desires,
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plans and intentions in order to generate an external action to be
performed in the environment. To ensure that these modules run
within the time limit, the Monitor M analyzes the performance
profiles of each algorithm involved and executes them for the cal-
culated time. At the end of the time, the Monitor M receives the
generated external action and executes it in the environment.

TheBM assumes that there is a list of perceptions to evaluate. As
long as the processing time is not over and there are perceptions not
yet analysed, the component will analyse the perceptions ordered
by a user-defined policy based on the remaining perceptions and
the time remaining. The IG analyses desires and intentions one
at a time. Thus, it is possible to balance the frequency of creating
new intentions and reconsidering existing ones. Lastly, IE executes
the plans in a round-robin style, until it finds an external action.
When one is found, it is scheduled for execution at the end of the
allocated time, the plan is paused and the IE resumes executing
the remaining plans. If multiple external actions are found, the ones
with lower priority are stored in the Delayed Action queue (DA)
for future evaluation.

3 ANYTIME JASON
To validate the model and show that it allows achieving the research
objectives, I chose to implement the model and carry out experi-
ments using the BDI Jason agent programming language [1]. The
main reasons are its popularity in the area of multi-agent systems
and because it is a well-documented open-source language. Using
an existing and well-accepted language allows us to compare the
behavior of the agents and to identify the positive and negative
points of the proposed architecture.

I then made the necessary changes to create a Jason architecture
whose execution follows the theoretical model described in the
Section 2. I named this architecture AnytimeJason. However, it is
not possible to entirely change the way the language works. For ex-
ample, Jason uses events as one of its primary mechanisms. Neither
the model proposed in [11] nor the model I defined in the section 2
has any mention of events. On the other hand, ignoring the event
mechanism could indicate that the model defined is not flexible
enough to be implemented by the existing languages. I decided
then to draw the best possible parallels to bring the language as
close as possible to the theoretical model presented.

A Jason agent is executed through threemain components (Sense,
Deliberate, and Act). Each of these components consists of a set
of functions responsible for the agent’s execution. Rather than
executing the steps in the reasoning cycle repeatedly, it is necessary
to link the agent’s reasoning cycle to the agent’s expected response
time. Thus, by implementing the behaviors defined for the BM,
IG and IE modules to the Sense, Deliberate and Act methods, we
can control the execution of the agent’s reasoning cycle. The next
step was to make the calling of these functions and their execution
time managed by the MonitorM. For this, when an Anytime agent
is created, the Jason compiler creates a Monitor M module for it
and informs it of the response time t∆ that is defined by the user in
the agent’s creation code. Once created, the Monitor M optimally
splits the response time among the other components based on
their performance profiles, determining tbm, tiд, tie , that are the
amount of time allocated for each of the components.

To control the Sense runtime, I implemented a policy based on
perception filters similar to those in [10]. By defining different
filters, it is possible to priorize certain perceptions. For Deliberate, I
modified Jason so that it analyzes more than one event in the same
cycle, and it is possible to interrupt the analysis if the time runs
out and continue at a later time. Finally, in the Act component, I
implemented the proposed Delayed Action queue, which stores the
external actions the agent is waiting to perform in the environment.

4 MULTI-OBJECTIVE OPTIMIZATION OF
TIME ALLOCATION

Since I proposed a monitor that optimally splits the response time
among the other components, it is necessary to describe how the
Monitor M performs the split. I implemented a profiling mech-
anism in Jason. This mechanism records a series of information
about the agent’s execution. This information includes how many
perceptions the agent receives, how long it takes to update each
perception, how many internal actions it performs before finding
an external action, etc. Based on this information, I generate the
performance profiles of each component in each agent, which are
estimates of the performance of each one. The quality of the Sense
component is measured by how many percent of the total beliefs
it was able to assess. Deliberate’s measures how many percent of
the events it would evaluate. The quality of the Act’s response, on
the other hand, is measured based on the probability of finding an
external action within the given time. As the quality of the result
of a component depends on the quality of the previous, I use for
the Deliberate and Act components a type of performance profile
called Conditional Performance Profile, described in [12]. Thus, we
have three quality functions (performance profiles), and we aim to
maximize the qualities of the responses given by the components.

I then use the ϵ-constraint method described in [5] to optimize
the time allocation. This method optimizes one of the functions
while defining constraints for the others. So, in our case, the agent
designer can, as an example, state that the Sense component can
never evaluate less than 20% of the total perceptions. Thus, the
ϵ-constraint method will calculate a set of time allocations that
maximizes the quality of the responses. Based on the user restric-
tions, the Monitor M selects one of the time allocations in the
set and executes the other modules accordingly. If the Monitor M
needs to change the allocations during the execution of a module
(e.g., there are no perceptions to evaluate), the Monitor M can
select another one based on the current status of the execution.

5 FUTUREWORK
I’m currently developing a set of experiments that seek to demon-
strate the advantages and disadvantages of the proposed architec-
ture compared to Jason’s default architecture. These experiments
will employ the agents created for the Multi-Agent Programming
Contest [9]. The contest scenario is very conducive to this function
as it already aims to compare teams of agents.
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