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ABSTRACT
As reinforcement learning (RL) systems are deployed in various
safety-critical applications, it is imperative to understand how vul-
nerable they are to adversarial attacks. Of these, an environment-
poisoning attack is considered particularly insidious, since environ-
ment hyper-parameters are significant in determining an RL policy
yet prone to be accessed by third parties. In this work, we study an
environment-poisoning attack (EPA) against RL at training time.
Considering that environment alteration comes at a cost, we seek
minimal poisoning in an unknown environment and aim to force a
black-box RL agent to learn an attacker-designed policy.
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1 INTRODUCTION
The security of Reinforcement Learning (RL) has become increas-
ingly significant due to the widespread adoption of RL systems
in safety-critical applications, such as autonomous cars [6, 12, 18],
smart energy systems [5, 7, 19] and healthcare systems [2, 3, 17].
However, RL policies are typically sensitive to training hyper-
parameters [4, 8, 11], where a slight variation of these parame-
ters may cause obvious performance difference. As a result, RL
policies are vulnerable to being perturbed by poisoned training
hyper-parameters. Among these hyper-parameters, environment
hyper-parameters are most susceptible as they can be easily ac-
cessed by third parties, which are also termed causal factors in
physical systems (e.g., gravity and friction) [10, 13, 20]. Therefore,
to facilitate the formulation of secure strategies, a study of the
threats posed by environment hyper-parameters is necessary.

The success of existing training-time attacks [9, 16, 22] relies
on comprehensive prior knowledge of the attacked RL system,
including RL agent’s learning mechanism (i.e., learning algorithm
and policy model) and/or its environment model (i.e., transition
dynamics and reward functions). Unfortunately, assuming such
an omniscient attacker makes most attack approaches somewhat
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Figure 1: Attack Framework

unrealistic so that their threats to real-world RL-based applications
is limited. To alleviate such a limitation, it is imperative to study a
novel training-time attack that requires minimal prior knowledge
of the RL system.

In this work, we propose a transferable environment-dynamics
poisoning attack (TEPA) against RL at training time, assuming only
the ability to alter the environment hyper-parameters. We design
an attack framework and an optimization objective to seek minimal,
adaptive environment poisoning that forces an RL agent to learn
an attacker-desired policy. We further demonstrate Transferability
property of TEPA and exploit the transferable strategy to poison
various RL agents regardless of the types of their learning algo-
rithms. Finally, we empirically show the security threat posed by
our TEPA to both tabular-RL and deep-RL algorithms in discrete
and continuous environments.

2 PROBLEM STATEMENT
Attack Framework. We adopt a bi-level Markov Decision Pro-

cess (MDP) architecture [21, 22] illustrated in Figure 1. The task
of poisoning a victim RL agent’s policy is performed by another
RL agent (i.e., the attacker) which operates on a different timescale
from the victim. Specifically, with a particular attack frequency,
the attacker manipulates the victim’s training-environment hyper-
parameters in response to the victim’s learning progress.

Attack Objective. The attacker’s goal is to learn a strategy 𝑒

that induces the victim to learn an attacker-desired policy with
minimized changes to the victim’s training environment. Specif-
ically, the attack objective is to minimize the deviation between
the victim’s policy and the attacker-desired one and, at the same
time, minimize the deviation between the poisoned environment
and the natural one. Therefore, the attack optimization objective is
to minimize the cumulative attack costs, which is denoted as

min
𝜎

∞∑︁
𝑖=1

𝛾𝑖𝑐𝑖 𝑠 .𝑡 . 𝑐𝑖 := Δ(𝑃𝑖 (𝑠 ′, 𝑎′ |𝑠, 𝑎) | |𝑃∗ (𝑠 ′, 𝑎′ |𝑠, 𝑎)) (1)

where 𝑐𝑖 represents attack cost at the attack epoch 𝑖 .
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Here, 𝑃𝑖 (𝑠 ′, 𝑎′ |𝑠, 𝑎) = 𝑇𝑒𝑖 (𝑠 ′ |𝑠, 𝑎)𝜋𝑖 (𝑎′ |𝑠 ′) is a stochastic pro-
cess [14] over victim’s state-action pairs at the 𝑖𝑡ℎ attack epoch,
where the victim follows the policy 𝜋𝑖 (𝑎 |𝑠) in the environment 𝑒𝑖
which has been modified by a sequence of attacker’s manipula-
tion. Similarly, 𝑃∗ (𝑠 ′, 𝑎′ |𝑠, 𝑎) represents an ideal stochastic process,
where the victim adopts the attacker-desired policy 𝜋∗ in the nat-
ural environment 𝑒0. Thus, Δ(𝑃𝑖 ∥𝑃∗) describes the attack cost by
capturing the deviation jointly caused by the victim’s actual policy
𝜋𝑖 (𝑎′ |𝑠 ′) and its poisoned environment dynamics 𝑇𝑒𝑖 (𝑠 ′ |𝑠, 𝑎).

3 ATTACK APPROACHES
In this section, we introduce the learning of an attack strategy in
both white-box and double-black-box settings, and thenwe describe
the Transferability of TEPA strategy.

White-box Settings. With the prior knowledge of the victim’s
learningmechanism and its environment dynamics, wemeasure the
attack cost 𝑐𝑖 = 𝐷𝐾𝐿𝑅 (𝑃𝑖 | |𝑃∗) using Kullback-Leibler Divergence
Rate and compute it following [15]. Thereby the attack strategy
can be learned by solving the optimization problem as Equation 1.

Double-Black-Box Settings. To achieve policy compulsion on
a black-box RL agent in a black-box training environment, we first
investigate how to infer the internal information of an unknown
RL system, and then we learn an adaptive attack strategy based on
our proposed approximation of the attack objective.

As shown in Figure 2, given observations of the victim’s trajec-
tories 𝜏 during its learning process, we jointly train: a) an Encoder-
Dual-Decoder network that learns a low-dimensional latent repre-
sentation 𝑧 of the victim RL system’s internal information; b) an
attack strategy 𝜎 , conditioned on the latent representation and en-
vironment hyper-parameters, that manipulates the victim’s policy
using minimal environment poisoning.

Based on the inferred representations, we approximate the attack
cost 𝑐𝑖 as the distance between 𝑧 and 𝑧∗ in the latent space, and we
measure it using Cosine Similarity [1], denoting it as Δ(𝑃𝑖 | |𝑃∗) :=
Δ(𝑧𝑖 | |𝑧∗) = 1 − 𝑧𝑖 ·𝑧∗

∥𝑧𝑖 ∥ ∥𝑧∗ ∥.

Encoder Attack Strategy

Victim Learning


Update Attack StrategyUpdate Encoder

... ...
Dynamics Decoder

Encoder

 strategy learning


(c) Attack Learning

Policy Decoder

... ...

...

(b) Representation Learning

(a) Attack Procedure

Figure 2: Illustration of double-black-box environment-
poisoning attacks: (a) shows the attack procedure; (b) and
(c) describe the latent representation learning and attack
strategy learning, respectively. The solid line denotes data
transfer and the dotted line represents data update.

Since 𝑧 only captures the environment-dynamics features that
have influenced the agent’s trajectories, Δ(𝑧 | |𝑧∗) cannot measure

aggregate changes across the entire environment. Therefore, we ad-
ditionally measure the aggregate environment changes Δ(𝑒, 𝑒0) us-
ing the normalized euclidean distance between the poisoned hyper-
parameter 𝑒 and the natural one 𝑒0, denoting it as ∥𝑒𝑖−𝑒0 ∥2

∥𝑒𝑙𝑖𝑚𝑖𝑡−𝑒0 ∥2 where
𝑒𝑙𝑖𝑚𝑖𝑡 is the boundary values of environment hyper-parameters.

In summary, the approximation of the attack cost 𝑐𝑖 is a combina-
tion of Δ(𝑧𝑖 | |𝑧∗) and Δ(𝑒𝑖 , 𝑒0), denoted as 𝑐𝑖 := (1−𝜔) ×Δ(𝑧𝑖 , 𝑧∗) +
𝜔 × Δ(𝑒𝑖 , 𝑒0) where 𝜔 ∈ [0, 1] is the weight parameter.

Transferability Property of TEPA. We found Transferbility
property of TEPA. The attack strategy, which is learned based on
a proxy agent, can be transferred to poison other victim agents’
policies in the same tasks, even if these victims utilize different
algorithms/models. Therefore, Transferability allows our attack
strategy to be generally effective to various RL agents regardless of
their learning algorithms and policy models.

4 EXPERIMENT RESULTS
We evaluate TEPA in 3D grid world where the cell elevation is
considered as the environment hyper-parameter which can be ma-
nipulated by the attacker. As shown in Figure 3, our TEPA suc-
ceeds in poisoning the tabular-RL agent’s navigation policy in both
white-box and double-black-box settings. We further empirically
demonstrate Transferability of TEPA strategy as Figure 4. Addi-
tionally, we evaluate TEPA against a deep-RL agent in a control
task in continuous environments, showing TEPA’s feasibility and
scalability in terms of the complexity of victim RL systems.

Figure 3: Attack Performance Figure 4: Transferability

5 CONCLUSION & FUTUREWORK
We have proposed a transferable environment-poisoning attack
(TEPA) with limited prior knowledge of the vicitm RL system. We
have empirically evaluate TEPA against both tabular-RL and deep-
RL agents in discrete and continuous environments. Experimental
results show that our attack successfully forces an RL agent to
learn an attacker-desired policy via minimal changes on its training
environment.

Currently, we assume that the attacked RL agent is oblivious
to the attack and continues to operate normally throughout the
sequence of environment modifications. In the future work, we will
discuss the connection between TEPA and existing robust RL meth-
ods which consider environment perturbations during its learning
process. We will further strengthen TEPA to show its potential
impact in real-world RL-based applications. Another significant
component for future work is the defence formulation. We aim
to develop TEPA as a test-bed core for analyzing RL vulnerabil-
ities to a poisoned environment, and furthermore we will study
secure strategies which can prevent an RL agent’s policy from being
manipulated by poisoned training environments.
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