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ABSTRACT

Bribery in an election is one of the well-studied control problems

in computational social choice. In this paper, we propose and study

the safe bribery problem. Here the goal of the briber is to ask the

bribed voters to vote in such a way that the briber never prefers

the original winner (of the unbribed election) more than the new

winner, even if the bribed voters do not fully follow the briber’s

advice. Indeed, in many applications of bribery, campaigning for

example, the briber often has limited control on whether the bribed

voters eventually follow her recommendation and thus it is conceiv-

able that the bribed voters can either partially or fully ignore the

briber’s recommendation. We provide a comprehensive complexity

theoretic landscape of the safe bribery problem for many common

voting rules in this paper.
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1 INTRODUCTION

Voting has always served as a fundamental tool for aggregating

varied preferences in many applications in real-life and artificial

intelligence [32, 42]. In a typical voting setting, we have a set of

candidates, a set of voters each having a preference over the set of

candidates, and a voting rule which decides a winner based on the

preferences of the voters. Any such voting scenario is susceptible

to various kinds of control attacks – voters or candidates or some

other third party may influence the outcome of the election in their

way through some unfair means [27]. One of the most well-studied

attacks of such type is bribery, where an external agent, called a

briber, offers monetary rewards to some voters to vote as the briber

suggests so that the favourite candidate of the briber wins the

election [21–23]. This bribery problem not only models monetary

bribing but also other situations like campaigning in an election

where the monetary reward corresponds to the amount of time

and energy one needs to spend to campaign for some candidate.

Depending on how the briber needs to pay the voters to change

their votes, various models have been studied. In the $Bribery

problem, each voter has a fixed cost that the briber needs to pay

to make the voter cast the vote of the briber’s choice [21, 22]. In
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Swap Bribery, the briber has to pay for each swap of consecutive

candidates in a voter’s preference and the price also depends on

the pair of candidates being swapped [16]. In Shift Bribery, the

briber can only shift her favourite candidate by some positions and

the cost depends on the number of positions shifted [4, 5, 33, 39].

To the best of our knowledge, all the existing work on bribery

assumes that the bribed voters cast the exact same vote that the

briber has asked them. Although this may be a reasonable assump-

tion for some applications, in many other applications of bribery,

say campaigning, the briber can never be sure that the voters will

eventually cast the vote of the briber’s choice. Indeed, it may very

well be the case that some subset of voters follows the briber’s

recommendation exactly, some other subset of voters follows them

partially, and the remaining voters complete ignore the briber. More-

over, the briber may not have any knowledge of these sets of voters.

Now the situation will be worse for the briber if she prefers the

original winner more than the winner of the resulting election,

where not all bribed voters cast the votes of the briber’s choice. For

example, let us consider a plurality election where 10 voters vote

for candidate a, 8 voters vote for candidate b, and 4 voters vote

for candidate c. Assume that the briber’s preference is c ≻ a ≻ b

and the briber bribes 6 voters voting originally for a to vote for c.

However, only 3 of the 6 bribed voters eventually follow the briber’s

recommendation, while the other 3 bribed voters simply ignore the

briber. In the resulting election, candidates a and c receive 7 votes

each whereas the candidate b wins the election with 8 votes. We

observe that the briber would prefer the original winner a over the

new winner b. To model this kind of applications more suitably,

we propose the safe bribery problem.

In the safe bribery problem, the briber has a preference ≻B

which is a complete order over the candidates. Given a preference

profile of a set of voters, a cost function for each voter, a favourite

candidate c of the briber, and a budget of the briber, the goal of

the safe bribery problem is to compute if there exists a subset of

voters who can be bribed in such a way that (i) if all the bribed

voters follow the briber’s recommendation, then c wins, and (ii) for

every subset of bribed voters who follows the briber’s recommenda-

tion exactly, every subset of bribed voters who follows the briber’s

recommendation partially, and the other bribed voters ignoring

the briber’s recommendation, the winner of the election is not less

preferred than the winner of the “unbribed” election according to

≻B. We study the safe version of the $Bribery and Shift Bribery

problems in this paper. We also study the computational problem,

called is safe, of deciding if a given bribed profile and a given un-

bribed profile is safe for the briber with respect to a preference of

the briber. We refer the reader to Section 2.2 for the formal defini-

tions of the four problems. Section 3.1 covers some algorithms for

the polynomial-time results, Section 3.2 covers the hardness results,

and Section 4 deals with the parameterized complexity results.
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1.1 Contribution

We provide a comprehensive complexity theoretic landscape of

the $Bribery Is Safe, Safe $Bribery, Shift Bribery Is Safe, and

Safe Shift Bribery problems. We summarise our main results in

Table 1. Other than these results, we also show that all the four

problems are polynomial time solvable for every anonymous and

efficient voting rule when we have a constant number of candidates

[Theorems 3.1 and 3.2]. We also look at safety in Shift Bribery

from a parameterized hardness perspective, and summarise our

results in Tables 2 and 3.

1.2 Related Work

Faliszewski et al. [21] propose the first bribery problem where the

briber’s goal is to change the minimum number of preferences to

make some candidates win the election. Then they extend their ba-

sic model to more sophisticated models, including $Bribery [22, 23].

Elkind et al. [16] extend this model further and study the Swap

Bribery problem (where there is a cost associated with every swap

of candidates), and its special case, the Shift Bribery problem. Dey

et al. [11] show that the bribery problem remains intractable for

many common voting rules for an interesting special case which

they call frugal bribery. The bribery problem has also been studied

in various other preference models, for example, truncated bal-

lots [1], soft constraints [43], approval ballots [45], campaigning in

societies [20], CP-nets [12], combinatorial domains [38], iterative

elections [39], committee selection [5], probabilistic lobbying [3],

local distance restricted bribery [10] etc. Erdelyi et al. [18] study

the bribery problem under voting rule uncertainty. Faliszewski et

al. [25] study bribery for the simplified Bucklin and the Fallback

voting rules. Xia [48], and Kaczmarczyk and Faliszewski [33] study

the destructive variant of bribery. Dorn and Schlotter [13] and Bred-

ereck et al. [4] explore the parameterized complexity of various

bribery problems. Chen et al. [7] provide novel mechanisms to

protect elections from bribery. Knop et al. [36] provide a uniform

framework for various control problems. Although most of the

bribery problems are intractable, a few of them, Shift Bribery for

example, have polynomial time approximation algorithms [15, 35].

Manipulation, a specialization of bribery, is another fundamental

attack on election [8]. In the manipulation problem, a set of voters

(called manipulators) wants to cast their preferences in such a way

that (when tallied with the preferences of other preferences) makes

some candidate win the election. Obraztsova and Elkind [40, 41]

initiate the study of optimal manipulation in that context.

The concept of safety in electoral control problems has been

studied before as well. Slinko and White initiate this line of work

by proposing the notion of safety in the context of manipulation

and studying the class of social choice functions that are safely

manipulable [46, 47]. Hazon and Elkind [30] and Ianovski et al. [31]

study computational complexity of safely manipulating popular

voting rules.

2 PRELIMINARIES

An election is a pair (C,V), where C = {c1, . . . , cm} is a set of

candidates and V = {v1, . . . , vn} is a set of voters. If not mentioned

otherwise, we use n and m to respectively denote the number

of voters and candidates. Each voter vi has a preference order

(vote) ≻i, which is a linear order over C. We denote the set of

all complete orders over C by L(C). We call a list of n preference

orders {≻1,≻2, . . . ,≻n} ∈ L(C)n an n-voter preference profile.

We denote the i
th

preference order of a preference profile P as

≻P
i . A map r : L(C)n → C is called a resolute voting rule (as we

assume the unique-winner model); in case of ties, the winner is

decided by a lexicographic tie-breaking mechanism ≻t, which is

some pre-fixed ordering over the candidates. For a set of candidates

X, let
−→
X be an ordering over them. Then,

←−
X denotes the reversed

ordering of

−→
X .

Let [ℓ] represent the set of positive natural numbers up to ℓ for

any positive integer ℓ. A voting rule r is called anonymous if, for

every preference profile (≻i)i∈[n] ∈ L(C)n and permutation σ

of [n], we have r((≻i)i∈[n]) = r((≻σ(i))i∈[n]). A voting rule is

called efficient if the winner can be computed in polynomial time

of the input length.

A scoring rule is induced by an m-dimensional vector, (α1, . . . ,

αm) ∈ Zm with α1 ⩾ α2 ⩾ . . . ⩾ αm and α1 > αm. A candidate

gets a score of αi from a voter if she is placed at the ith position in

the voter’s preference order. The score of a candidate from a voter

set is the sum of the scores she receives from each of the voters. If

αi is 1 for i ∈ [k] and 0 otherwise, we get the k-approval rule. If

αi is 0 for i ∈ [m − k] and −1 otherwise, we get the k-veto rule.

The scoring rules for score vectors (1, 0, . . . , 0) and (0, . . . , 0,−1)
are called plurality and veto rules respectively. The scoring rule for

score vector (m− 1,m− 2, . . . , 1, 0) is known as the Borda rule.

The scores for the other voting rules studied in the paper (apart

from scoring rules) are defined as follows. Let vs(a,b) be the dif-
ference in the number of votes in which a precedes b and the

number of votes in which a succeeds b, for a,b ∈ C. The max-

imin score of a candidate a is minb≠a vs(a,b). The candidate

with the maximum maximin score (after tie-breaking) is the win-

ner. Given α ∈ [0, 1], the Copeland
α

score of a candidate a is

|{b ≠ a : vs(a,b) > 0}| + α× |{b ≠ a : vs(a,b) = 0}|. The candi-

date with the maximum Copeland
α
score (after tie-breaking) is the

winner. We will assume α to be zero, if not mentioned separately.

A candidate a that has a positive pairwise score vs(a,b) against all
other candidates b ∈ C is called a Condorcet winner. Rules which

select a Condorcet winner as the winner (whenever it exists) are

called Condorcet-consistent rules. Copeland and maximin voting

rules are Condorcet-consistent. The simplified Bucklin score of a

given candidate a is the minimum number k such that more than

half of the voters rank a in their top k positions. The candidate

with the lowest simplified Bucklin score (after tie-breaking) is the

winner and her score is called the Bucklin winning round.

We use s(a) to denote the total score that a candidate a ∈ C gets

in an election. Similarly, if Y ⊆ C, we use s(Y) to refer to the score

of each candidate from Y; e.g. s(Y) = 5 means that each candidate

from Y has a score of 5. The voting rule under consideration will

be clear from the context. Note that we assume that the briber is

aware of the votes cast by each voter.

2.1 Parameterized Complexity

A parameterized problem Π is a subset of Γ∗ × N, where Γ is a

finite alphabet. A central notion is fixed parameter tractability (FPT)

which means, for a given instance (x,k), solvability in time f(k) ·
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Voting Rule $Bribery Is Safe Safe $Bribery Shift Bribery Is Safe Safe Shift Bribery

Plurality P (Theorem 3.3) P (Theorem 3.4) P (Theorem 3.3) P (Theorem 3.4)

k-approval co-NP-complete (Theorem 3.9) NP-hard (Corollary 3.1) P (Corollary 3.3) P (Corollary 3.3)

Veto P (Theorem 3.5) P (Theorem 3.6) P (Theorem 3.5) P (Corollary 3.4)

k-veto co-NP-complete (Corollary 3.5) NP-hard (Corollary 3.1) P (Corollary 3.5) P (Corollary 3.5)

Borda co-NP-complete (Theorem 3.10) NP-hard (Corollary 3.1) co-NP-complete (Theorem 3.11) NP-hard (Corollary 3.1)

S. Bucklin co-NP-complete (Theorem 3.12) NP-hard (Corollary 3.1) P (Theorem 3.7) P (Theorem 3.8)

Copeland co-NP-complete (Theorem 3.13) NP-hard (Corollary 3.1) co-NP-complete (Theorem 3.14) NP-hard (Corollary 3.1)

Maximin co-NP-complete (Theorem 3.13) NP-hard (Corollary 3.1) co-NP-complete (Theorem 3.15) NP-hard (Corollary 3.1)

Table 1: Complexity Results for Safe Bribery

Voting Rule #shifts #bribed voters #candidates

Borda FPT (Theorem 4.1) co-W[1]-hard (Theorem 4.3) XP (Theorem 3.1)

Copeland FPT (Theorem 4.1) co-W[1]-hard (Theorem 4.4) XP (Theorem 3.1)

Maximin FPT (Theorem 4.1) ? XP (Theorem 3.1)

Table 2: Parameterized Complexity Results for Shift Bribery Is Safe

Voting Rule #shifts #candidates #voters #bribed voters OR budget

Borda XP (Theorem 4.2) XP (Theorem 4.2) W[1]-hard (Corollary 3.2) W[2]-hard (Corollary 3.2)

Copeland W[1]-hard (Corollary 3.2) XP (Theorem 4.2) W[1]-hard (Corollary 3.2) W[2]-hard (Corollary 3.2)

Maximin XP (Theorem 4.2) XP (Theorem 4.2) W[1]-hard (Corollary 3.2) W[2]-hard (Corollary 3.2)

Table 3: Parameterized Complexity Results for Safe Shift Bribery

p(|x|), where f is an arbitrary function of k and p is a polynomial

in the input size |x|. There exists a hierarchy of complexity classes

above FPT, and showing that a parameterized problem is hard for

one of these classes is considered evidence that the problem is

unlikely to be fixed-parameter tractable. The main classes in this

hierarchy are: FPT ⊆ W[1] ⊆ W[2] ⊆ · · · ⊆ W[P] ⊆ XP. We now

define the notion of parameterized reduction [9].

Definition 2.1. LetA,B be parameterized problems. We say that

A is fpt-reducible to B if there exist functions f,g : N → N, a
constant α ∈ N and an algorithm Φ which transforms an instance

(x,k) of A into an instance (x ′,g(k)) of B in time f(k)|x|α so that

(x, k) ∈ A if and only if (x ′,g(k)) ∈ B.

2.2 Problem Definition

Let r be any voting rule. We first define when a bribed profile is

“safe” in the context of $Bribery. Let ≻B be the preference of the

briber. Intuitively speaking, we say that a bribed profile is safe if no

candidate preferred less than the original winner (in ≻B), wins the

election when a subset of bribed voters does not follow the briber’s

suggestion but casts their original votes. Formally, we define the

notion of safety for $Bribery as follows.

Definition 2.2. (Safety for $Bribery): Given a voting rule r, a set

C ofm candidates, a set V of n voters, an n-voter profile P = (≻P
i

)i∈[n] ∈ L(C)n, the preferred candidate c ∈ C, a preference order

≻B∈ L(C) of the briber, and another profile Q = (≻Q
i )i∈[n] ∈

L(C)n (representing a bribed profile), we say that Q is safe for P with

respect to≻B if the following conditions hold. Let us definew = r(P)

(where c ≻B w), and Vb = {vi | vi ∈ V, ≻P
i ≠≻

Q
i }. We call the

voters in Vb the bribed voters, and define Vu = V \ Vb.

▷ [Safety] For every subset V ′
b ⊆ Vb, if we have x =

r((≻Q
i )vi∈V′

b
, (≻P

i )vi∈V\V′
b
), then we have x ≻B w or

x = w.

▷ [Success] We have c = r((≻Q
i )vi∈Vb

, (≻P
i )vi∈Vu

).

We now define the computation problem of finding if a bribed

profile is safe.

Definition 2.3. ($Bribery Is Safe): Given a voting rule r, a set C

ofm candidates, an n-voter profile P = (≻P
i )i∈[n] ∈ L(C)n over

C,the preferred candidate c ∈ C, a preference order ≻B∈ L(C) of the

briber, and another profile Q = (≻Q
i )i∈[n] ∈ L(C)n (representing

the bribed profile), compute if Q is safe for P with respect to≻B for r.

We denote any arbitrary instance of $Bribery Is Safe by (C,P, c,≻B

,Q).

We next define the computational problem of safely bribing the

voters in an election.

Definition 2.4. (Safe $Bribery): Given a voting rule r, a set C

of m candidates, a set V of n voters, an n-voter profile P = (≻P
i

)i∈[n] ∈ L(C)n corresponding toV, the preferred candidate c ∈ C, a

preference ≻B∈ L(C) of the briber, a family Π = (πi)i∈[n] ∈ Nn
of cost functions corresponding to every voter, and a budget b ∈ R,
compute if there exists a setVb ⊆ V of voters along with a profileQ =

((≻Q
i )vi∈Vb

, (≻P
i )vi∈V\Vb

) ∈ L(C)n such that the following

conditions hold: (1) Σvi∈Vb
πi ⩽ b, (2) The profile Q is safe for P
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with respect to ≻B for r. An arbitrary instance of Safe $Bribery is

denoted by (C,P, c,≻B,Π,b).

We next define the concept of safety for Shift Bribery. Here,

the concept of safety is more fine-grained. Suppose a voter is bribed

to shift the favourite candidate c of the briber by t positions. How-

ever, it is possible that the bribed voter follows the suggestion of

the briber only partially and shifts c to left by a lesser number of

positions than t. Hence, the briber needs to bribe in this case in such

a way that no unfavourable candidate for the briber (compared to

the original winner) wins the election even if any subset of voters

follow the briber’s suggestion only partially. Formally, it is defined

as follows.

Definition 2.5. (Safety for Shift Bribery): Given a voting rule r,

a set C ofm candidates, a set of V of n voters, an n-voter profile P =

(≻P
i )i∈[n] ∈ L(C)n corresponding to V, the preferred candidate

c ∈ C, a preference order ≻B ∈ L(C) of the briber, and a shift vector
𝔰 = (s1, . . . , sn) ∈ Nn0 , we say that the shift vector 𝔰 is safe for

P with respect to ≻B if the following conditions hold. Let us define

w = r(P) (where c ≻B w) and Q = {≻Q
i | i ∈ [n], ≻Q

i is obtained

from ≻P
i by shifting c to the left by si positions}

▷ [Safety] For every shift vector 𝔰 ′ = (s ′
1
, . . . , s ′n) with s ′i ⩽

si, ∀i ∈ [n], if we have Q ′ = {≻Q
i | i ∈ [n], ≻Q

i is obtained

from ≻P
i by shifting c to the left by s ′i positions} and x =

r(Q ′), then we have x ≻B w or x = w.

▷ [Success] We have c = r(Q).

We next define the problem of computing if a Shift Bribery is

safe.

Definition 2.6. (Shift Bribery Is Safe): Given a voting rule r, a

set C of m candidates, an n-voter profile P = (≻P
i )i∈[n] ∈ L(C)n

over C, a distinguished candidate c ∈ C, a preference order ≻B∈
L(C) of the briber, and a shift vector 𝔰 = (s1, . . . , sn) ∈ Nn0 (corre-

sponding to a bribing strategy), compute if 𝔰 is safe for P with respect

to ≻B for r. We denote any arbitrary instance of Shift Bribery Is

Safe by (C,P, c,≻B,𝔰). Sometimes it will be convenient to define

an instance of Shift Bribery Is Safe as (C,P, c,≻B,Q) where Q is

obtained by applying 𝔰 to P.

We next define the computational problem of bribing the voters

in an election, safely and according to the rules of Shift Bribery.

Definition 2.7. (Safe Shift Bribery): Given a voting rule r, a set

C ofm candidates, a set V of n voters, an n-voter profile P = (≻P
i

)i∈[n] ∈ L(C)n over C, the preferred candidate c ∈ C, a preference

≻B∈ L(C) of the briber, a family Π = (πi : [m − 1] → N)i∈[n]

of cost functions (where πi(0) = 0, ∀i ∈ [n]) corresponding to every
voter, and a budget b ∈ R, compute if there exists a shift vector

𝔰 = (s1, . . . , sn) ∈ Nn0 such that: (1) Σvi∈Vπi(si) ⩽ b (2) The

shift vector 𝔰 is safe for P with respect to ≻B. An arbitrary instance

of Safe Shift Bribery is denoted by (C,P, c,≻B,Π,b).

3 RESULTS

We now present our results. Given an election with its winner w

and the preference ≻B of the briber, we define a set G of “good

candidates” as {a ∈ C : a ≻B w} ∪ {w} and the set B of “bad

candidates” as {a ∈ C : w ≻B a}. For Is Safe, let Vb be the set of

bribed voters, and Vu the rest of the voters.

We begin with showing a connection of Safe Shift Bribery

and Safe $Bribery with the classical problems Shift Bribery and

$Bribery respectively.

Observation 3.1. There is a polynomial-time many-to-one re-

duction from $Bribery to Safe $Bribery and from Shift Bribery to

Safe Shift Bribery.

Letw be the winner of the “unbribed election”. To reduce any in-

stance of $Bribery (Shift Bribery respectively) to Safe $Bribery

(Safe Shift Bribery respectively), we set the preference≻B of the

briber to be c ≻ . . . ≻ w and keep everything else the same. The

reduction is clearly correct and runs in polynomial time.

Many hardness results of Safe $Bribery and Safe Shift Bribery

are obtained as useful corollaries.

Corollary 3.1. If $Bribery (Shift Bribery respectively) is NP-
complete for any anonymous and efficient voting rule, Safe $Bribery

(Safe Shift Bribery respectively) is NP-hard for that voting rule.

Since $Bribery is NP-complete for k-approval, k-veto, Borda,

simplified Bucklin, Copeland and maximin [6, 21, 23, 26], Safe

$Bribery is NP-hard for these voting rules. Similarly, since Shift

Bribery is NP-complete for Borda, Copeland and maximin (using

results from [17]), Safe Shift Bribery is NP-hard for these voting

rules.

Corollary 3.2. If Shift Bribery isW[k]-hard for any anonymous

and efficient voting rule, when parameterized by any parameter, Safe

Shift Bribery is also W[k]-hard for that voting rule, when parame-

terized by the same parameter.

This is because the reduction in Observation 3.1 is also an fpt-

reduction, since the instances of the Shift Bribery and Safe Shift

Bribery problems are the same (preserving the parameter), with

the only difference being the addition of ≻B to the Safe Shift

Bribery instance, which can be done in polynomial time. Since

Shift Bribery is W[2]-hard for Borda, Copeland and maximin

when parameterized by the number of bribed voters or the budget [4,

5], Safe Shift Bribery is also W[2]-hard for these voting rules

when parameterized by either of these two parameters. Since Shift

Bribery is W[1]-hard for Borda, Copeland, and maximin when

parameterized by the number of voters, Safe Shift Bribery is also

W[1]-hard for these three voting rules with number of bribed voters

as the parameter [4]. By a similar reduction, Safe Shift Bribery

for Copeland is W[1]-hard with respect to the number of shifts,

given that Shift Bribery for Copeland isW[1]-hard with respect

to the number of shifts [4].

3.1 Algorithmic Results

We present here our algorithmic results. We show that all our four

problems are polynomial-time solvable for every anonymous and

efficient voting rule when we have a constant number of candidates.

Our results on the scoring rules follow via an algorithm that uses

min-cost flow problem as a crucial subroutine, in a similar manner

as in [19]. In the interest of space, we omit a few proofs. For the

complete proofs, please refer to [34].
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Theorem 3.1. When we have a constant number of candidates,

both $Bribery Is Safe and Shift Bribery Is Safe are in P for every

anonymous and efficient voting rule. That is, both $Bribery Is Safe

and Shift Bribery Is Safe belong to XP with respect to the number

of candidates as the parameter.

Proof Sketch. Let (C,P, c,≻B,Q) and (C,P, c,≻B,𝔰) be any in-
stances of $Bribery Is Safe and Shift Bribery Is Safe respectively.

If r(Q) is not c, we output no since the bribery is not successful

in this case. The number of possible anonymous preference pro-

files is

(m!+n−1

m!−1

)
= O ((n+m)m) = O

(
nO(1)

)
when we have

m = O(1). Let R be any anonymous preference profile such that

r(P) ≻B r(R); if no such R exists, we output yes. We now con-

struct a flow network GR(V ,E,W) to verify if one can obtain the

profile R from P using some bribed voters ignoring the briber’s

suggestion fully (or partially for shift safe bribery).

V = {ai,bi | i ∈ [n]} ∪ {s, t}

E = {(s,ai) | i ∈ [n]} ∪ {(bi, t) | i ∈ [n]} ∪ F

We now describe the set F of edges. There is an edge (ai,bj) in

F if for $Bribery Is Safe, ≻Q
i =≻

R
j or ≻P

i =≻
R
j and for Shift

Bribery Is Safe if ≻R
j can be obtained from ≻P

i by moving c left

by at most si positions. We finally define the capacity of every edge

to be 1. It is easy to check that one can obtain the profile R from P

considering some bribed voters who ignore the briber’s suggestion

fully (or partially for shift safe bribery) if and only if there is an s−t

flow of value n. We output yes if there is noR such that there exists

an s− t flow of value n. Otherwise, we output no. Since maximum

s− t flow can be computed in polynomial time, our algorithm runs

in O ((n+m)m) poly(m,n) time.

Theorem 3.2. When we have a constant number of candidates,

both Safe $Bribery and Safe Shift Bribery are in P for every anony-

mous and efficient voting rule. That is, both Safe $Bribery and Safe

Shift Bribery belong to XP with respect to the number of candidates

as the parameter.

The algorithm is again based on a flow network construction

and runs in O
(
(n+m)2m

)
poly(m,n) time.

We next present our results for specific voting rules, starting

with the plurality voting rule.

Theorem 3.3. For plurality, both $Bribery Is Safe and Shift

Bribery Is Safe are in P.

Proof Sketch. Let (C,P, c,≻B,Q) be any instance of $Bribery

Is Safe for plurality. For every bad candidate 𝔟 ∈ B, we define a

set W𝔟 = {i | i ∈ [n], 𝔟 is the top candidate in

≻P
i }. Let |W𝔟 | = n𝔟 . If r(Q) is not c, we outputno, as the bribed pro-

file is not successful. Else, we try to find a preference profile, where

a bad candidate can win, subject to the constraints of $Bribery Is

Safe. To model this, we construct a flow network for every 𝔟 ∈ B,

named G𝔟 = (V ,E,W), to check if it is possible for 𝔟 to win the elec-
tion by making some bribed voters not to fully follow the briber’s

suggestion.

V = {xi | i ∈ [n]} ∪ {ya | a ∈ C} ∪ {s, t}

E = {(s, xi) | i ∈ [n]} ∪ {(ya, t) | a ∈ C} ∪ F ∪ {(xi,y𝔟) | i ∈W𝔟}

The capacitiesW are as follows. For every i ∈ [n] \W𝔟 , we have

an edge (xi,ya) ∈ F if a is the top-ranked candidate in ≻Q
i or

≻P
i . We define the capacity of edge (ya, t) to be (n𝔟 − 1) for every

a ∈ C \ {𝔟} such that a is preferred over 𝔟 in the tie-breaking rule

and n𝔟 for every a ∈ C \ {𝔟} such that 𝔟 is preferred over a in

the tie-breaking rule. The capacity of the edge (y𝔟 , t) is nb. The

capacity of all other edges is 1. It can be shown that 𝔟 can be made

winner if and only if there is an s− t flow of value n in G𝔟 .

If for every bad candidate 𝔟 ∈ B, the value of maximum s − t

flow is less than n, then we output yes. Otherwise, we output no

(as in this case, no bad candidate can ever win). Since maximum

s−t flow can be computed inO
(
(m+ n)n2

)
using Edmonds-Karp

algorithm [14], and we run at mostm instances of it, our algorithm

runs in O
(
m(m+ n)n2

)
.

Any instance of Shift Bribery Is Safe for plurality (C,P, c,≻B

,𝔰) can be mapped to a $Bribery Is Safe instance by considering

the fact that if c appears in the top 𝔰i + 1 positions in ≻P
i , then c

should be placed at the top position in ≻Q
i , otherwise ≻

Q
i = ≻P

i .

This allows us to use the above construction to solve an Shift

Bribery Is Safe instance of plurality in O
(
m(m+ n)n2

)
time.

We next show that Safe $Bribery and Safe Shift Bribery are

polynomial-time solvable for the plurality and the voting rule.

Theorem 3.4. For plurality, both Safe $Bribery and Safe Shift

Bribery are in P.

Proof Sketch. Let (C,P, c,≻B,Π,b) be an arbitrary instance of

Safe $Bribery for plurality. Let the plurality winner according to

P be w. We may assume without loss of generality that the briber

asks all the bribed voters to have c as their most preferred candidate.

G and B are as defined in Theorem 3.3. Let s(𝔟) denote the initial
score of candidate 𝔟. 𝔟max = max{s(𝔟) | w ≻t 𝔟}, according to

the tie breaking rule, ≻t. Let X = {a ∈ G | s(a) ⩾ 𝔟max,a ≻t 𝔟

or s(a) > 𝔟max}. Initially X is non-empty since w ∈ X. Let λ be

the score of c in the constructed bribed profile. For all candidates

a ∈ C, let us define βa to be λ if c ≻t a and βa to be λ − 1 if

a ≻t c. For every x ∈ X and every final score λ of c which is in the

range s(c) to n, we construct a flow network Gx,λ(V ,E,C,D,W),
defining γx to be 𝔟max if x ≻t 𝔟, else (𝔟max + 1). HereD is the

set of edge demands, w is the set of edge capacities, and C is the

set of edge costs. The construction is as follows:

V = {s, t} ∪ {ui | i ∈ [n]} ∪ {ya | a ∈ C}

E = {(s,ui) | i ∈ [n]} ∪ {(ya, t) | a ∈ C}∪

{(ui,ya) | i ∈ [n],a = c or ≻P
i = a ≻ . . .}

Let the capacities of the edges be as follows. For every candidate

a ∈ C, the edges (ya, t) have a capacity of βa, and the rest of the

edges have capacity 1 each. Let the costs of the edges be defined as

follows. The edges (ui,yc) have cost πi, only if c does not appear

at the top of ≻P
i . The demands (lower bound of flow) on the edges

are as follows. The edge (yc, t) has a demand of λ, the edge (yx, t)
has a demand of γx and the rest of the edges have a demand of 0

each. If there is an s− t flow of value n and cost at most b for some

Gx,λ, then we output yes, and the corresponding edge flow values

help us construct a safe and successful bribed profile. Otherwise

we output no. Safe Shift Bribery can be reduced to this problem

by defining the price of each voter πi to be the cost required to
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shift c to the top in their ordering. This algorithm is polynomial-

time solvable, by running O(mn) iterations of the out-of-kilter

algorithm [28].

Corollary 3.3. For k-approval, both Shift Bribery Is Safe and

Safe Shift Bribery are in P, for every integer k ∈ [2,m− 1].

A bribery instance of k-approval is equivalent to a correspond-

ing bribery instance of plurality, where the cost of moving c to the

top in plurality is equal to the cost of moving c to any of the top

k positions in k-approval (for every voter). The rest follows from

Theorem 3.3 and Theorem 3.4.

Next, we show some polynomial-time results for veto.

Theorem 3.5. For veto, both $Bribery Is Safe and Shift Bribery

Is Safe are in P and can be solved in polynomial time.

The algorithm uses a similar flow network construction and the

time complexity is O
(
m(m+ n)n2

)
.

Theorem 3.6. For veto, Safe $Bribery is in P.

The cheapest Safe $Bribery for veto is obtained by using a

simple greedy algorithm in O
(
n2m log(n) log(m)

)
.

Corollary 3.4. For veto, Safe Shift Bribery is in P.

The result follows from Corollary 3.3.

Next, we take a look at the greedy algorithm for solving Shift

Bribery Is Safe for simplified Bucklin. Although for simplified

Bucklin both Shift Bribery Is Safe and Safe Shift Bribery are

polynomial-time solvable, their $Bribery counterparts are not.

Theorem 3.7. For simplified Bucklin, Shift Bribery Is Safe is in

P.

Proof Sketch.We describe a greedy algorithm to solve Shift

Bribery Is Safe for simplified Bucklin. Consider (C,P, c,≻B,𝔰)
to be an instance of Shift Bribery Is Safe for simplified Bucklin,

with |C| = m. Let the winning candidate according to P be w ∈ C

and w ≠ c.

Let V be the set of voters. Let ℓ be the simplified Bucklin winning

round according to P. It is clear that the winning round for any

candidate x ∈ C \ {c} according to Q is no smaller than ℓ. Partic-

ularly, the winning round for w is either ℓ or ℓ + 1 according to

Q (as explained in [44]). Let scℓ(P,a) denote the number of votes

received by a ∈ C, till the ℓth round according to P.

Let ≻t = c ≻ w ≻
−→
C1 ≻

−→
C2

Let ≻B = c ≻
−→
C1 ≻ w ≻

−→
C2, where

C = C1 ∪ C2 ∪ {c,w}

Note that the above mentioned tie-breaking rule is assumed to

simplify the proof. Clearly C2 is the set of bad candidates. Let

pi(X,a) denote the position of candidate a in the ith vote of some

profile X. If r(Q) ≠ c, we return no, as the bribery is not successful.

Otherwise, we use the following algorithm for checking safety of

Shift Bribery Is Safe in simplified Bucklin.

Let B ′
be the complete subset of bad candidates each having

number of votes greater than ⌊n/2⌋ at the ℓth level. These are the

only candidates who can cause the bribery to be unsafe. Let b ′ ∈ B ′

be a bad candidate who beats all candidates in B ′ \ {b ′} in tie-

breaking. This is the most “powerful” bad candidate, who would be

the first bad candidate to win. Consider a preference profile R and

initialise it to P. Now for every voter vi ∈ V, we do the following

iteratively:

▷ If ∃a ∈ C\C2 such that pi(R,a) = ℓ and scℓ(R,a) > ⌊n/2⌋.
– If 0 < pi(R, c) − pi(R,a) ⩽ si, we create a new vote

≻Rb
i , by shifting c up in ≻R

i , such that pi(Rb,a) −

pi(Rb, c) = 1. We then assign≻R
i =≻Rb

i . If cwins forR,

then Shift Bribery Is Safe is a yes instance; terminate.

– Else, we keep R unchanged.

▷ Else, Shift Bribery Is Safe is a no instance; terminate.

The algorithm runs in O(n) time.

Theorem 3.8. For the simplified Bucklin voting rule, Safe Shift

Bribery is in P, assuming a monotonous price function.

The proof involves 2 cases, one of which uses a flow network,

and the other uses a dynamic programming algorithm from [44].

3.2 Hardness Results

We now present our hardness results. We use the Exact Cover by

3-Sets problem which is known to be NP-complete [29], in many

of our hardness proofs.

Definition 3.1 (Exact Cover by 3-Sets). Given a universe

U = {ui | i ∈ 3t} of 3t elements and a collection S = {Si | i ∈ [m]}
of subsets of U, where |Si| = 3 for each i ∈ [m], compute if there

exists a set I ⊆ [m] such that ∀ i, j ∈ I and i ≠ j, Si ∩ Sj = ∅ and
∪ i∈ISi = U.

We show that $Bribery Is Safe is co-NP-complete for the k-

approval voting rule for every constant k ⩾ 3.

Theorem 3.9. For k-approval, $Bribery Is Safe is co-NP- com-

plete, for k ⩾ 3.

Proof. To see that $Bribery Is Safe belongs to co-NP, any no

instance (C,P, c,≻B,Q) can be verified either from the fact that the

k-approval winner in Q is not c or from the existence of a profile

R = (Ri)i∈[n] such that (i) Ri =≻P
i or Ri =≻Q

i for every i ∈ [n]

and the k-approval winner in R is less preferred in ≻B than the

k-approval winner in P. To prove co-NP-hardness, we exhibit a
reduction from Exact Cover by 3-Sets to $Bribery Is Safe such

that the Exact Cover by 3-Sets instance is a yes instance if and

only if the $Bribery Is Safe instance is a no instance.

Let (U = {u1, . . . ,u3t}, S = {S1, . . . ,Sm}) be any instance of

Exact Cover by 3-Sets. Without loss of generality, we can assume

thatm > t by duplicating the sets in S. We construct an instance

(C,P, c,≻B,Q) of $Bribery Is Safe for k-approval as follows.

C = U ∪ {x,w} ∪D where

D = ⊎i∈[m]D
1

i⊎i∈[m]D
2

i where |D
1

i| = k− 3, |D2

i| = k− 1

≻t = w ≻ c ≻
−−−−→
U \ {c} ≻ x ≻

−→
D

≻B = c ≻
−−−−→
U \ {c} ≻

−→
D ≻ w ≻ x

Here D is a set of dummy candidates, who cannot win, w is the

winner in the “unbribed” preference profile, and c is the winner
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in the bribed preference profile. Using Lemma 4.2 from [2], we

construct a set of “unbribed voters” and their votes such that we

have sVu
(uj) = sVu

(x) − 2 for every j ∈ [3t] and sVu
(w) =

sVu
(x)−(m−t+1). We now describe the set Vb of bribed voters,

and their bribed and original votes. For each i ∈ [m], we have a
bribed voter vi ∈ Vb, with original vote

≻P
i = w ≻

−→
D2

i ≻
−−−−−−−−−−→
C \ ({w} ∪D2

i)

and bribed vote

≻Q
i =
−→
Si ≻

−→
D1

i ≻
−−−−−−−−−→
C \ (Si ∪D1

i)

This finishes the description of the reduced $Bribery Is Safe in-

stance. We claim that the $Bribery Is Safe instance for k-approval

is a no instance if and only if the corresponding instance of Exact

Cover by 3-Sets is a yes instance.

=⇒: Suppose the $Bribery Is Safe instance is a no instance.

We observe that we have only one bad candidate, namely x. Hence,

there exists a subset Y ⊆ Vb such that, if R is the profile where

voters in Y vote according to Q and every other voter votes as

the “unbribed” instance, then the k-approval winner of R is x. We

observe that the k-approval score of x in R is sVu
(x). We claim

that |Y| = t. We have |Y| ⩽ t, otherwise there exists some uj ∈ C

whose score in R is at least sVu
(uj). However, this contradicts

our assumption that x is the k-approval winner in R. Also, |Y| ⩾ t,

otherwise the score of w in R is at least sVu
(w) + m − t + 1.

However, this contradicts our assumption that x is the k-approval

winner in R. Hence, we have |Y| = t. Moreover, for x to win, the

collection {Si : i ∈ [m],≻Q
i ∈ Y} of sets forms an exact cover of

U as this is the only case which makes the k-approval score of w

and uj for every j ∈ [3t] less than the k-approval score of x in R.

Therefore, Exact Cover by 3-Sets is a yes instance.

⇐=: Suppose the Exact Cover by 3-Sets instance is a yes

instance. Let X ⊆ S be an exact cover of U. Let us consider the

preference profile R where only bribed-voters in {vi ∈ Vb : Si ∈
X} vote according to Q and others vote according to P. The k-

approval score of the bad candidate x is sVu
(x), every candidate

in {uj : j ∈ [3t]} ∪ {w} is sVu
(x) − 1, and every candidate in D is

at most 1 in R. Hence, x is the k-approval winner in R. Thus, the

$Bribery Is Safe instance is a no instance. □

Corollary 3.5. For k-veto, Shift Bribery Is Safe and Safe Shift

Bribery are in P, for k > 1; $Bribery Is Safe is co-NP-complete, for

k ⩾ 3.

This follows from Theorem 3.9 and Corollary 3.3.

To get the hardness result for $Bribery Is Safe for Borda, we

use the Exact Cover by (3,4)-Sets problem, which is known to be

NP-complete [24].

Definition 3.2 (Exact Cover by (3,4)-Sets). Given a uni-

verse U = {u1,u2, . . . ,u4m/3} of 4m/3 elements and a collection

S = {Si | i ∈ [m]} of subsets of U, where |Si| = 4 for each

i ∈ [m] and where each ui ∈ U is in exactly 3 sets Sj,Sk,Sl for

some j,k, l ∈ [m]3, compute if there exists a set I ⊆ [m] such that

∀i, j ∈ I, i ≠ j, Si ∩ Sj = ∅ and∪i∈ISi = U.

Theorem 3.10. For Borda, $Bribery Is Safe is co-NP-complete.

Proof Sketch. Firstly $Bribery Is Safe for Borda belongs to

co-NP, provable in a similar fashion as in Theorem 3.9. To prove

co-NP-hardness, we demonstrate a reduction from Exact Cover

by (3,4)-Sets to $Bribery Is Safe such that the Exact Cover by

(3,4)-Sets instance is a yes instance if and only if the $Bribery Is

Safe instance is a no instance.

Let (U = {u1,u2, . . . ,u4m/3}, S = {Si | i ∈ [m]}) be an instance

of Exact Cover by (3,4)-Sets. Let (C,P, c,≻B,Q) be an instance

of $Bribery Is Safe for Borda. Let C = U ∪ {w, x} ∪ D, where

c = uj for some j ∈ [4m/3] is the winner according to Q, and w is

the winner according to P. D is a set of O(m2) dummy candidates

(who can never win). These candidates are added because the proof

requires that |C| = βm2 + γ, where β ⩾ 5/3 and γ ⩾ 15.

Let ≻B be c ≻
−−−−→
U \ {c} ≻

−→
D ≻ w ≻ x. Here x is the only bad

candidate. Let ≻t be w ≻ c ≻
−−−−→
U \ {c} ≻ x ≻

−→
D . Consider V

as the set of voters. Let Vb be the set of m bribed voters (each

corresponding to an Si ∈ S), and Vu be the rest of the voters.

Using Lemma 4.2 from [2], we can construct the election such that

if we consider only the votes in Vu, the scores of the candidates

are in the order sVu
(x) > sVu

(U) > sVu
(w) > sVu

(D), with
sVu

(x)−sVu
(w) = (|C|−1) (2m/3+ 1)+(m/3− 1) and sVu

(x)−

sVu
(ui) = 2βm2 + 2γ− 12. For each i ∈ [m], we have a bribed

voter vi ∈ Vb, with original vote

≻P
i = w ≻

−→
D ≻

−−−→
U \ Si ≻

−→
Si ≻ x

and bribed vote

≻Q
i =
−→
Si ≻

−→
D ≻

−−−→
U \ Si ≻ w ≻ x

It can be shown that an instance of $Bribery Is Safe for Borda

is a no instance if and only if the corresponding instance of Exact

Cover by (3,4)-Sets is a yes instance.

It turns out (by reducing from the Exact Cover by 3-Sets prob-

lem) that for Borda, Shift Bribery Is Safe is also co-NP-complete.

Theorem 3.11. For Borda, Shift Bribery Is Safe is co-NP-
complete.

Another reduction from Exact Cover by 3-Sets can be used

to show that for simplified Bucklin, $Bribery Is Safe is co-NP-
complete.

Theorem 3.12. For simplified Bucklin, $Bribery Is Safe is co-
NP-complete.

Next, we present the hardness results for some tournament-based

rules. For $Bribery Is Safe we obtain a generalized hardness result

which is applicable to any Condorcet-consistent voting rule. All the

three results below are obtained using separate reductions from

the Exact Cover by 3-Sets problem.

Theorem 3.13. For any Condorcet-consistent voting rule,

$Bribery Is Safe is co-NP-complete.

Theorem 3.14. For Copeland, Shift Bribery Is Safe is co-NP-
complete.

Theorem 3.15. For maximin, Shift Bribery Is Safe is co-NP-
complete.

Next we show the parameterized hardness results for Shift

Bribery Is Safe and Safe Shift Bribery.
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4 PARAMETERIZED COMPLEXITY RESULTS

We observe that for each of Copeland, Borda and maximin, Shift

Bribery Is Safe is fixed parameter tractable when parameterized

by the number of shifts.

Theorem 4.1. For all anonymous and efficient voting rules, Shift

Bribery Is Safe parameterized by the number of shifts is fixed pa-

rameter tractable with complexity O
(
(tt)poly(m,n)

)
.

We next see that for Copeland, Borda and maximin, Safe Shift

Bribery is in XP when parameterized by the number of shifts. But

for Copeland, we have an added result from Corollary 3.2, that it is

W[1]-hard with number of shifts as the parameter.

Theorem 4.2. For all anonymous and efficient voting rules, Safe

Shift Bribery parameterized by the number of shifts is in XP with

complexity O
(
(n+ t)t(tt)poly(m,n)

)
.

To show W[k]-hardness, it is enough to give a parameterized

reduction from a known hard problem. Our parameterized hardness

proofs for Shift Bribery Is Safe, considering the number of bribed

voters as a parameter rely on reduction from theW[1]-hard problem
Multicoloured Independent Set.

Definition 4.1 (Multicoloured Independent Set). Con-

sider a graph G = (V ,E) where each vertex has one of h colours, and

compute whether there are h vertices of pairwise-distinct colours such

that no two of them are connected by an edge.

The above problem can be proved to be W[1]-hard, by reducing

it from a variant of the Multicoloured Cliqe problem [37].

In the following theorem, we prove that Shift Bribery Is Safe

for Borda is co-W[1]-hard when parameterized by the number of

bribed voters. The basic structure of this proof is inspired by [5].

Theorem 4.3. For Borda, Shift Bribery Is Safe is co-W[1]-hard,
when parameterized by the number of bribed voters.

Proof Sketch. Let (C,P, c,≻B,Q) be an instance of Shift

Bribery Is Safe for Borda. We give a parameterized reduction

from theW[1]-hardMulticoloured Independent Set problem.

Given a graph G = (V(G),E(G)) where each vertex has one of h

colours. Let (G,h) be our input instance. Without loss of general-

ity, we assume that the number of vertices of each colour is the

same and that there are no edges between vertices of the same

colour. We write V(G) to denote the set of G’s vertices, and E(G)
to denote the set of G’s edges. Further, for every colour i ∈ [h],

we write V(i) = {𝔳
(i)
1

, . . . , 𝔳
(i)
q } to denote the set of vertices of

colour i. For each vertex 𝔳, we write E(𝔳) to denote the set of

edges incident to 𝔳. For each vertex 𝔳, we write δ(𝔳) to denote its

degree, i.e., δ(𝔳) = |E(𝔳)| and we let ∆ = maxu∈V(G)δ(u) be

the highest degree of a vertex G. We form an instance of Shift

Bribery Is Safe for Borda as follows. We let the candidate set be

C = {c, x} ∪ V(G) ∪ E(G) ∪ F(G) ∪D ′ ∪D ′′
, where F(G),D ′

, and

D ′′
are sets of special dummy candidates. We let D ′

and D ′′
have

a cardinality of B+ 1 each, where B = h(q+ (q− 1)∆). For each
vertex 𝔳, we let F(𝔳) be a set of ∆− δ(𝔳) dummy candidates, and

we let F(G) = ∪𝔳∈V(G)F(𝔳). We set F(−i) = ∪𝔳∈V(i′),i′≠iF(𝔳).

Let w ∈ V(G) ∪ E(G) be the winner in P. For each vertex 𝔳, we

define the partial preference order

−−→
S(𝔳):

−−→
S(𝔳) : 𝔳 ≻

−−→
E(𝔳) ≻

−−→
F(𝔳)

For each colour i, we define
−−→
R(i) to be a partial preference order

that ranks first all members of D ′
, then all vertex candidates of

colours other than i, then all edge candidates corresponding to

edges that are not incident to a vertex of colour i, then all dummy

vertices from F(−i), and finally all candidates from D ′′
. Let the

briber’s preference order, ≻B, be: c ≻
−−−−−−−→
C \ {c, x,w} ≻ w ≻ x, and

let the tie-breaking rule, ≻t, be c ≻ w ≻
−−−−−−−→
C \ {c,w, x} ≻ x. We

therefore let x be the only bad candidate.

Let Vb be the set of bribed voters. We define two sets of h voters

each, Vb1
and Vb2

such that Vb = Vb1
⊎ Vb2

. For each i ∈ [h],
we have a voter vi1 ∈ Vb1

, whose preferences in P and Q are:

≻P
i1
=
−−−−→
S(𝔳

(i)
1

) ≻
−−−−→
S(𝔳

(i)
2

) ≻ · · · ≻
−−−−→
S(𝔳

(i)
q ) ≻ c ≻ x ≻

−−→
R(i)

≻Q
i1
= c ≻

−−−−→
S(𝔳

(i)
1

) ≻
−−−−→
S(𝔳

(i)
2

) ≻ · · · ≻
−−−−→
S(𝔳

(i)
q ) ≻ x ≻

−−→
R(i)

Similarly for each i ∈ [h] we have a voter vi2 ∈ Vb2
, whose

preferences in P and Q are:

≻P
i2
=
←−−−−
S(𝔳

(i)
q ) ≻

←−−−−−
S(𝔳

(i)
q−1

) ≻ · · · ≻
←−−−−
S(𝔳

(i)
1

) ≻ c ≻ x ≻
−−→
R(i)

≻Q
i2
= c ≻

←−−−−
S(𝔳

(i)
q ) ≻

←−−−−−
S(𝔳

(i)
q−1

) ≻ · · · ≻
←−−−−
S(𝔳

(i)
1

) ≻ x ≻
−−→
R(i)

Let Vu be the voters who were not bribed. They are of the

following types. There are h voters (∀i ∈ [h]), each of types (i)-1

and (i)-2;

(i)-1:

←−−
R(i) ≻ x ≻ c ≻

←−−−−
S(𝔳

(i)
q ) ≻ · · · ≻

←−−−−
S(𝔳

(i)
2

) ≻
←−−−−
S(𝔳

(i)
1

)

(i)-2:

←−−
R(i) ≻ x ≻ c ≻

−−−−→
S(𝔳

(i)
1

) ≻ · · · ≻
−−−−−→
S(𝔳

(i)
q−1

) ≻
−−−−→
S(𝔳

(i)
q )

There is 1 voter, each of type (ii)-1 and (ii)-2;

(ii)-1:

−−→
F(G) ≻

−−→
V(G) ≻ x ≻

−−→
E(G) ≻

−→
D ′ ≻ c ≻

−→
D ′′

(ii)-2: Reverse (ii)-1, and then shift c to the right by B− 1 places

and shift V(G) ∪ {x} ∪ E(G) to the left by 1 place.

Let L be the score of c prior to executing any shift actions. Simple

calculations show that each candidate in V(G) ∪ {x} ∪ E(G) has
score L+B+ 1, and each candidate in F(G)∪D ′ ∪D ′′

has score at

most L+ B. Now, it is easy to show that Shift Bribery Is Safe for

Borda is a no instance if and only if Multicoloured Independent

Set is a yes instance.

Next, we obtain a similar result for Copeland, using a reduction

from the Multicoloured Independent Set problem.

Theorem 4.4. For Copeland, Shift Bribery Is Safe is co-W[1]-
hard, when parameterized by the number of bribed voters.

5 CONCLUSION

In this paper, we propose and study a nuanced notion of bribery

which we call safe bribery. We observe that the computational

complexity of safe bribery, for both $Bribery and Shift Bribery,

matches with the classical bribery problem for common voting

rules. Hence, safety during bribery can often be achieved without

incurring much additional computational overhead. However, we

obtained some interesting results for k-approval, k-veto and sim-

plified Bucklin, which were in P for the Shift Bribery problems

but hard for $Bribery problems. Our work is a natural extension

of the bribery problem and can be further studied with respect to

approximation algorithms and multi-winner voting rules.
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