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ABSTRACT
Confronted with patients suffering from Alzheimer’s disease, pro-
fessional caregivers must be aware of their own non-verbal com-
munication as well as the patient’s non-verbal communication in
order to respond to the behavioural disorders which are frequent
in this disease (e.g. apathy, aggression, anxiety, etc...). Virtual pa-
tients, which are interactive animated characters that simulate the
behaviors of a patient, are increasingly used to train caregivers to
interact with patients. The virtual patient needs to dynamically
generate multimodal expressions of pathological behaviors con-
sistent with the pedagogical goals. In this article, we introduce
COPALZ (COmputational model of Pathological appraisal biases
for a virtual ALZheimer’s patient), a new model that supports the
generation of pathological behaviors identified as pedagogically
relevant for caregivers interacting with Alzheimer’s patients. This
model is based on the theory of appraisal biases and on interaction
data that we collected using a partially simulated version of our
virtual patient with 31 caregivers. We describe initial evaluations
and explain how we intend to evaluate the fully automatic virtual
patient during training sessions.
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1 INTRODUCTION
Apathy, irritability, aggression, anxiety, and inappropriate emo-
tional behaviors are common in Alzheimer’s patients. They are
something that professional caregivers (nurses, physician, ...) need
to know how to manage [36], especially since approximately one
out of two patients exhibits challenging behaviors [18]. A study
on geriatric caregivers highlights the protective role of training
about the disease against burnout among caregivers [56]. It is also
recommended to help caregivers become aware of the importance
of non-verbal communication and to develop their skills to better
communicate, reassure and manage difficult patients [32, 54]. In the
field of healthcare staff training, it is recommended not to train on a
real patient the first time [23]. Medical personnel traditionally train
with human actors who play the role of so-called "standardized"
patients [53]. However, this approach is costly and limits opportu-
nities to learn how to interact with patients. One solution consists
in using “virtual patients” [6, 29, 45]. These are interactive virtual
characters allowing caregivers or medical students to practice com-
municating with patients in interactive pedagogical situations. This
solution, less expensive than standardized human actors, allows to
target pedagogically relevant situations while confronting users
with interactive verbal and non-verbal behaviors that are supposed
to be close to those displayed by patients, while remaining in a
secured and controlled environment.

In this article, we explain how we designed a virtual patient
and its emotional model aimed to train caregivers to interact with
Alzheimer’s patients. The autonomous interactive virtual patient
must be able to display behaviors similar to those of an Alzheimer’s
patient, in a pedagogical situation and take into account the verbal
and non-verbal behaviors displayed by the user (the caregiver).
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The remainder of the article is organized as follows. Section 2
summarizes relevant research on the topic of virtual patients and
computational models of emotions. Section 3 describes the interac-
tive system that we designed, which allows care-givers to practice
their interacting skills in a controlled and safe environment and
interact with our virtual patient. Section 4 describes our emotional
model which allows the virtual patient to simulate pathological
symptoms. Finally, in Section 5, we conclude by describing the fu-
ture set-up in the hospital and our objectives towards the evaluation
of the fully automated system.

2 RELATEDWORK
Virtual Patients. A virtual patient is a specific type of virtual
agent. A virtual agent is an interactive software designed to per-
form a task and which can be visually represented by an animated
character (humanoid or not) [14]. A virtual agent is conversational
when it has communication capabilities, which allow it to simu-
late human communicative skills (e.g. turn-taking) and interactions
by generating verbal and/or non-verbal behaviors, such as facial
expressions, gestures, postures and can be endowed with features
such as personality or mood [10]. Some virtual agents are also able
to interpret their environment and the behaviors of a human user in
order to generate an interactive response adapted to the situation.
Depending on the application and its requirements, virtual agents
can be more or less expressive and more or less interactive. They
can be found in many application domains and in particular in
training and healthcare [9, 25, 44]. In the context of medical educa-
tion, a virtual patient refers to any software that enables case-based
training [30]. It can be represented graphically as a virtual agent to
portray a patient. Our work focuses on virtual agents used to simu-
late a patient’s behavior. The advantage of such virtual patients is
that they address the availability and cost issues of standardized
patients (human actors), as they can be accessed in multiple loca-
tions at once and as many times as desired, while reproducing in
a controlled manner and in a specific context, clinical situations
identified as pedagogically relevant. For example, in the Sick Call
Project, a virtual patient simulates a military patient with Post
Traumatic Stress Disorder [44]. Other researchers have designed
a virtual patient simulating depressive disorders to train medical
personnel in the diagnosis of depression [16]. Another virtual pa-
tient trains physicians to deliver bad news to patients [39]. This
virtual patient detects social cues expressed by the user-physician,
interprets them, and adapts its behavior in order to train physicians
to use their verbal and non-verbal behavior appropriately during
these interactions.

Regarding virtual Alzheimer’s patients, to our knowledge, there
is currently only one system allowing a virtual agent to simulate
non-verbal behaviors. However, the pathological behaviors of this
virtual patient are not automatically generated and are controlled
in part by a human experimenter who has a graphical user interface
proposing a set of possible sentences, each accompanied by associ-
ated non-verbal behaviors [46]. Currently, virtual patients rarely
include a model of the pathologies they are supposed to simulate
and which impact communication with these patients. Instead, vir-
tual patients are mostly based on manual writing of scripts that
are not scalable and that limit training situations [1, 4]. It therefore

seems necessary to propose an appropriate level of representation
and interaction allowing to make the link between, on the one hand,
the trainee’s behaviors and her progression in the pedagogical sce-
nario, and on the other hand, the possible pathological reactions of
the virtual patient.

Computational models of emotions. The relationships be-
tween emotions and facial expressions are complex, unsystematic,
and modulate how well a person is able to infer or not infer another
person’s emotions from their facial expressions [5]. Emotion the-
ories have been used as a basis for several computational models.
Computational models were inspired by three main approaches to
emotions [34]: the categorical approach, in which each independent
emotion is considered to be the result of a unique circuit; the dimen-
sional approach, in which emotions are distributed in a continuous
multidimensional space; and the cognitive approach, in which an
emotion is defined as the result of a process of evaluation of the
situation by an individual.

For the categorical approach, a limited number of emotions are
defined, with for example facial expressions that are often proto-
typical, possibly mixed. For the dimensional approach, emotions
are often represented in a finite two- or three-dimensional space.
Regarding cognitive approaches, their popularity in computational
models is explained by the evaluation process, which makes it rele-
vant for interactive systems. In several models resulting from these
cognitive approaches, an event is evaluated through a set of criteria,
called “appraisal variables”, which vary according to the theories
[2, 19, 31, 42, 49]. For example, in the Component Process Model
(CPM) [49], there are four categories of evaluation criteria applied
successively: relevance (how relevant is the event to the individual,
new and/or pleasurable?), involvement and goal conduciveness
(how will the event affect short- and long-term goals?), coping po-
tential (to what extent is it possible to cope with the consequences
of the event?) and agreement with standards (what is the impact
on the individual’s social and personal values and norms?). Each
group includes several sub-criteria, each of which may result in
physiological and behavioral changes depending on the outcome
of the assessment, and require resources of attention, memory, rea-
soning, and self-awareness. Cognitive models are described as an
assemblage of interacting components, each describing an aspect
of the emotional process.

In [34], the authors propose a generalized architecture of com-
putational models based on these cognitive theories. The first com-
ponent of this architecture, the “Agent-Environment Relationship”
component, describes the relationship between the agent and its
environment. The Belief Desire Intention (BDI) model [43] is of-
ten used in this component to represent how the agent perceives
its environment and its motivations with three variables: Beliefs
(knowledge of the environment and its state), Desires (often iden-
tified with the agent’s goals) and Intentions (actions and desires
that the agent wishes to achieve). It is used in the emotional models
EMA [35] and WASABI [7].

This representation of the agent’s environment is then trans-
formed into a set of variables during the transition via the “Ap-
praisal Derivation Model” into the second component “Appraisal
Variables”. In the case of models that do not integrate the agent-
environment relationship component, such as the ALMA model
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[21], each event or situation is explicitly described in terms of ap-
praisal variables (e.g., desirability). The set of appraisal variables
depends on the underlying theoretical basis. The one proposed in
the OCC model [42] is commonly used in the design of computer
models, such as Flame [17] and InFra [11]. The appraisal variables
proposed by Lazarus (1968) are also included in the model of [55]
and in the EMA model. The appraisal variables proposed by Klaus
Scherer [49] are used in the WASABI model.

The third component of this architecture is a representation
of the agent’s emotional state. It is obtained by transforming the
appraisal variables during the transition through the “Affect Deriva-
tion Model” and the “Affect Intensity Model”, specifying how the
appraisal variables will induce emotional reactions and their inten-
sity. The underlying theoretical basis is decisive to perform this
operation, because the emotional state can be described as an emo-
tion label, as in the AR model, or a position in a multidimensional
space as in the WASABI model with the PAD (Pleasure Arousal
Dominance) space [48], or even as a combination of both in the
ALMA model. This emotional state will finally induce behaviors
and/or cognitive changes, through the Affect Consequent Model
transition, modifying the agent’s environment model and thus
closing the loop. These modifications are the consequence of the
evaluation and lead to external changes such as facial expressions,
physical actions or internal changes such as a change of evaluation
strategy.

In order to design a pathological computer model of emotions
and their expressions by a virtual patient, we need to select an
appropriate theoretical framework, allowing us to take into account
the emotional disorders and dysfunctions that have been identified
as pedagogically relevant for caregivers.

Appraisal Bias Model (ABM). The ABM model [28, 50] con-
siders individual characteristics as appraisal biases. Individual dif-
ferences in memory and cognitive abilities are thus explicitly taken
into account in the evaluation of the CPM criteria. Disorders of
these abilities will imply an inappropriate evaluation of the situa-
tion. The ABMmodel allows to consider inter-individual differences
in the cognitive evaluation process, interpreting them as a filter by
perception and evaluation processes, increasing the probability and
frequency of being in specific emotional states. When the frequency
and intensity of these emotional episodes are abnormally high, they
are considered to be due to emotional pathologies (e.g. apathy and
paranoia). [28] propose links between each evaluation criterion of
the CPM model and clinical characteristics of emotional disorders
[28]. A symptom is a sign felt by a patient such as pain. A syndrome
is the set of symptoms that can evoke the presence of a disease.
These authors link for example apathy to an inability to judge the
importance of events and to a low motivation, which would be
caused by a poor evaluation of the Goal relevance sub-criterion of
the Relevance detection dimension.

Alzheimer’s patients.We identified several behavioral disor-
ders of Alzheimer’s patients that are pedagogically relevant. Ac-
cording to DSM-5 (Diagnostic and Statistical Manual of Mental
Disorders 5)[3], the emotional disorders that Alzheimer’s patients
may exhibit are: depression, apathy, irritability, psychotic disorders,
agitation, aggression, and ambulation. Behavioral impairments,
such as apathy and emotions in general might not be a major factor
in the definition provided in the DSM-5 but it can be considered a

major complication for caregivers and informal caregivers as the
neurocognitive disorder progresses [37]. It should also be noted that
as the pathology evolves, cognitive capabilities as a whole but also
the cognitive component of emotions deteriorate. This component
is negatively impacted and leads to dysfunctional emotional non-
verbal behavior as a whole [22, 47]. In our study, caregivers reported
that handling their own non-verbal behaviors while facing patients
suffering from Alzheimer’s disease is a great challenge that needs
to be tackled. Accordingly, we chose to direct our research project
towards the design of a pathological model of emotions (rather than
other cognitive processes) to support the caregivers training needs.
The ABM makes it possible to represent the disorders identified in
the DSM-5. In our work, we focus on the following appraisal crite-
ria: suddenness, familiarity, intrinsic pleasure, goal conduciveness,
and coping potential. We selected these criteria because the ABM
considers the following emotional disorders which are relevant
for Alzheimer’s patients: Irritability (suddenness and familiarity
criterion); Anhedonia (intrinsic pleasantness criteria); Apathy (goal
conduciveness criterion); Chronic dissatisfaction/frustration (goal
conduciveness criterion) ; Depression (coping potential criterion);
mania (aggressiveness) and panic (coping potential criterion). In
addition, Alzheimer’s patients often display mood changes [20].

3 ARCHITECTURE OF THE VIRTUAL
ALZHEIMER’S PATIENT

In this section, we present our systemwhich enables a user-caregiver
to interact with a virtual patient simulating Alzheimer’s disease.
The virtual patient is animated with Unity and runs on a computer.
It is displayed on a 43-inch (109.22 cm) screen oriented in portrait
mode. The user clicks on the menus displayed on a graphical user
interface with a remote control. Using a remote allows the user to
remain at a proper distance from the virtual character displayed
on the large screen, thus partly simulating interactions with a real
human patient. The system features three modules :

Usermodule (caregiver): It allows the user to interact with the
virtual environment which includes an animated character, as well
as a camera to record and analyze the non-verbal behavior displayed
by the user. At specific moments of the interaction, the user is asked
to select an action from a list displayed on a graphical interface
on the screen (Figure 1) (for example: enter the room, give the
medication), and/or a sentence (called “dialogue” on the interface)
from a list of choices to guide the course of the interactions. He
then stops using the remote and performs his choice by interacting
naturally through the use of its verbal and non-verbal behaviors
(facial expressions, posture, prosody, gestures) towards the virtual
patient.

Virtual Patient module: this module receives as input the user
data collected by the caregiver module (choice of actions and sen-
tences selected by the user and videos of the user’s verbal and
non-verbal behaviors), which will be analyzed by the emotional
model. As a result, the emotional model produces a set of behaviors
to simulate the behavior of an Alzheimer’s patient.

Animation Module: It receives the description of the virtual
patient’s behavior, then transforms it into animation parameters
in order to execute the behavior on the 3D model of the virtual
character.
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Figure 1: Interactionwith the virtual Alzheimer’s patient (1) User selection in the dialog and actionmenu on the graphical user
interface (2) User performing the selected action selected (verbal and non-verbal behaviors) (3) The virtual patient’s reaction
(verbal, facial expressions and gaze)

Figure 2: COPALZ model based on different sources of knowledge: the Appraisal Bias Frame module represents knowledge
from the literature ; the NP-Corpus (Non Pathological Corpus) module represents data collected from non-pathological par-
ticipants ; the P-Corpus module represents data collected with our simulated virtual patient.
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4 COPALZ: A MODEL OF PATHOLOGICAL
EMOTIONS AND EXPRESSIVITY

We introduce COPALZ, a new model for a virtual Alzheimer’s pa-
tient based on two elements: 1) the ABM [50], derived from the
CPM model [49], and 2) a corpus of interaction data collected dur-
ing experiments between caregivers and a simulated version of our
virtual patient [8]. Drawing on the theoretical model of appraisal
biases, we represent in our model the current mood of the virtual
patient and some of her pathological evaluations during her emo-
tional process. These components of the model influence the way
the agent evaluates some criteria of the CPM model. In our model,
the mood of the virtual patient is represented by a configuration of
the state of appraisal variables. This configuration will evolve dur-
ing the interaction according to the successive evaluations made by
the virtual patient.For simulating pathological emotional appraisals,
we draw on the mapping between appraisal patterns and emotional
disorders proposed in the ABM model [50]. In order for our virtual
patient to express an emotion, it proceeds to an evaluation of the
situation. It will, for each evaluated criterion, 1) trigger facial ex-
pressions and verbal behaviors, and 2) update the current mood of
the patient.

We will now detail the architecture of the COPALZ model (Fig-
ure 2), inspired by the framework proposed by [34]. The module
“Affect Consequent Model” will not be presented here and is beyond
the scope of this article.

Appraisal frame
We consider an appraisal frame as a vector 𝑎𝑓 containing 𝑛 val-
ues 𝑣𝑎𝑙𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛 , with 𝑛 the number of selected dimensions of the
underlying considered appraisal theory. Our model COPALZ is
based on the CPM appraisal variables set [49]. We thus consider the
following subset of dimensions that are relevant for training care-
givers to interact with a virtual Alzheimer’s patient: suddenness,
familiarity, intrinsic pleasantness, goal conduciveness, and coping
potential. In our case, an appraisal frame will have the following
structure:

𝑎𝑓 = [𝑣𝑎𝑙𝑠𝑢𝑑𝑑𝑒𝑛𝑛𝑒𝑠𝑠 , 𝑣𝑎𝑙𝑓 𝑎𝑚𝑖𝑙𝑖𝑎𝑟𝑖𝑡𝑦, 𝑣𝑎𝑙𝑝𝑙𝑒𝑎𝑠𝑎𝑛𝑡𝑛𝑒𝑠𝑠 ,

𝑣𝑎𝑙𝑔𝑜𝑎𝑙𝑐𝑜𝑛𝑑𝑢𝑐𝑖𝑣𝑒𝑛𝑒𝑠𝑠 , 𝑣𝑎𝑙𝑐𝑜𝑝𝑖𝑛𝑔𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙 ] (1)

Each appraisal value can take one of the following values: Low (-1),
Neutral (0) or High (+1). We consider an appraisal probability frame
as a vector of the same form as an appraisal frame, where the values
𝑣𝑎𝑙𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛 are represented using probability density functions
𝑑𝑒𝑛𝑠𝑖𝑡𝑦𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛 in the range [−1; 1] and for each dimension, we
have the following expression:∫ 1

−1
𝑑𝑒𝑛𝑠𝑖𝑡𝑒𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛 (𝑥)𝑑𝑥 = 1 (2)

The function 𝑑𝑒𝑛𝑠𝑖𝑡𝑦𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛 (𝑥) allows us to represent the prob-
ability that 𝑣𝑎𝑙𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛 = 𝑥 . We can thus compute a value x for
each dimension and assign to 𝑣𝑎𝑙𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛 one of the values of the
set {-1, 0, 1} :

𝑣𝑎𝑙𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛 (𝑥) =


−1 if 𝑥 ∈ [−1;−0.3]
0 if 𝑥 ∈] − 0.3; 0.3[
1 if 𝑥 ∈ [0.3; 1]

(3)

Agent-Environment Relationship
The agent’s environment is represented in our system by four
elements (Figure 2):

Scenario: The scenario defined by the pedagogy and medical re-
searchers contains elements concerning the agent. These elements
can be related to the history of the virtual patient, such as its name
and age, or recent events experienced. They are used to define an
initial mood and pathology.

Mood: The initial mood of the virtual patient is defined accord-
ing to the interaction scenario and described through an appraisal
probability frame 𝑎𝑝 𝑓𝑚𝑜𝑜𝑑 . We explain later how it is represented
and how it evolves during the interaction.

Pathology: It is described through an appraisal probability frame
𝑎𝑝 𝑓𝑝𝑎𝑡ℎ𝑜𝑙𝑜𝑔𝑦 . We use this frame to specify, using the ABM corre-
spondences, the disorders that we want to simulate. It is possible
to decide this in advance for a specific scenario phase or the entire
scenario. For example, we can simulate apathy in the first step of
the scenario, then mania in the remaining steps. It is also possible
to represent more than one disorder at a time. Alzheimer’s patients
can indeed display in a single interaction multiple symptoms. These
symptoms can appear simultaneously, for example with apathy and
depression symptoms. It is also possible that in the same interac-
tion, a patient will first display symptoms of apathy and later in
the interaction display symptoms of mania and no more symptoms
of apathy. Our model enables us to simulate several symptoms
happening at the same time or in sequence.

Event: Each event is encoded in a vector event:

𝑒𝑣𝑒𝑛𝑡 = [𝑝ℎ𝑎𝑠𝑒,𝑢𝑠𝑒𝑟_𝑐ℎ𝑜𝑖𝑐𝑒,𝑢𝑠𝑒𝑟_𝑏𝑒ℎ𝑎𝑣𝑖𝑜𝑟1,
𝑢𝑠𝑒𝑟_𝑏𝑒ℎ𝑎𝑣𝑖𝑜𝑟2, ..., 𝑢𝑠𝑒𝑟_𝑏𝑒ℎ𝑎𝑣𝑖𝑜𝑟𝑛],𝑤𝑖𝑡ℎ :

• 𝑝ℎ𝑎𝑠𝑒 : the phase of the scenario during which the event
occurs

• 𝑢𝑠𝑒𝑟_𝑐ℎ𝑜𝑖𝑐𝑒 : the user’s choice on the menu from the graph-
ical user interface. At the beginning of each phase of the
scenario, the user chooses on the GUI a combination of ac-
tion and dialogue that will represent her communication
strategy at this moment of the scenario [41].

• 𝑢𝑠𝑒𝑟_𝑏𝑒ℎ𝑎𝑣𝑖𝑜𝑟𝑖 : with 𝑖 ∈ 1, ..., 𝑛 the n non-verbal behav-
iors expressed by the user and detected by the system (for
example a smile).

An event corresponds to an action of the user, i.e. the combination
of the choice on his graphical interface (for example: "I reassure the
patient") and her associated verbal and non-verbal performance.
The resulting vectorwill contain all the user’s behavioral activations
during this time window.

Appraisal-derivation model / Appraisal variables
As mentioned above, in the initial state of the scenario, two prob-
ability frames have already been defined: 𝑎𝑝 𝑓𝑚𝑜𝑜𝑑 which repre-
sents the patient’s mood (defined according to the scenario), and
𝑎𝑝 𝑓𝑝𝑎𝑡ℎ𝑜𝑙𝑜𝑔𝑦 which represents pathology from the point of view of
our pedagogical approach. Our model combines these two proba-
bility frames by assigning to each of them a weight𝑚 for the mood

Main Track AAMAS 2022, May 9–13, 2022, Online

76



and 𝑝 for the pathology, to obtain an appraisal bias frame 𝑎𝑏𝑓 :

𝑎𝑏𝑓 =𝑚.𝑎𝑝𝑓𝑚𝑜𝑜𝑑 + 𝑝.𝑎𝑝 𝑓𝑝𝑎𝑡ℎ𝑜𝑙𝑜𝑔𝑦 ,

∀𝑚, 𝑝 ∈ [0, 1],𝑤𝑖𝑡ℎ 𝑚 + 𝑝 = 1 (4)

The weights 𝑝 and𝑚 modulate the influence of the pathology on
the agent’s mood. This appraisal bias frame represents the tendency
of the agent to evaluate the situation. This frame evolves during
the session with each update of the mood and/or the pathological
evaluations.

In order to make explicit the link between events and their
evaluations, we used a corpus of appraisal annotations. A Non-
Pathological corpus (NP-Corpus) is used to produce appraisal anno-
tations (Figure 2), represented as appraisal probability frame 𝑎𝑝𝑓𝑁𝑃 .
We are currently collecting the NP-Corpus through a questionnaire
filled by random participants with no known neuropathology. We
ask each participant to imagine himself or herself in a hospital (For
example after a digestive problem). We then ask them to evaluate,
according to our selected dimensions of the CPM (see Appraisal
frame section) a list of actions and dialog acts. This list corresponds
to every choice available on the graphical interface of the user in
our system. We will then obtain with these data an average non-
pathological evaluation of every choice available on our system
and independently of user’s behaviors.

When an event is detected during the interaction, it is evaluated
by the virtual patient using the NP-Corpus that we described above,
while taking into account the appraisal bias frame 𝑎𝑏𝑓 . We repre-
sent the appraisal bias frame as a filter to be applied to the vector
produced by the NP-Corpus, which will bias the initially planned
evaluation.

Our model also considers user’s behaviors: we focus on the iden-
tified elements of the pathology that we want to represent and
that we want to emphasize during the pedagogical scenario. For
example, according to [15], small changes in the caregiver’s posture
and a more sustained eye contact lead to better interactions with
Alzheimer’s patients. These identified behaviors are associated with
an appraisal frame, corresponding to an evaluation according to
CPM dimensions. For example smiles are associated with a posi-
tive value of the intrinsic pleasantness and the goal conduciveness
dimensions. These information will be encoded into an appraisal
probability frame 𝑎𝑝𝑓𝑢𝑠𝑒𝑟_𝑏𝑒ℎ𝑎𝑣𝑖𝑜𝑟 , applied as a filter on the filtered
𝑎𝑝 𝑓𝑁𝑃 appraisal probability frame. We thus obtain a new appraisal
probability frame 𝑎𝑝 𝑓𝑏𝑖𝑎𝑠𝑒𝑑𝑁𝑃 defined as :

𝑎𝑝𝑓𝑏𝑖𝑎𝑠𝑒𝑑𝑁𝑃 = 𝑎𝑝 𝑓𝑢𝑠𝑒𝑟_𝑏𝑒ℎ𝑎𝑣𝑖𝑜𝑟 ∗ (𝑎𝑏𝑓 ∗ 𝑎𝑝𝑓𝑁𝑃 ) (5)

This probability frame corresponds to the pathological and con-
textual evaluation of the agent. It takes into account the user’s
action and behaviors.

We complete this estimation of the evaluation with another cor-
pus of data, the P-Corpus Appraisal Annotations (Figure 2) which
contains data from interactions between 31 caregivers and a sim-
ulated version of the virtual patient using a Wizard of Oz (WOZ)
experiment as described in Section 3, where the Virtual Patient
Module is controlled by an experimenter [8]. The data collection
allowed us to observe and analyze these interactions in the specific
context of our pedagogical scenario. This data collection includes
a detailed analysis of professional caregivers’ reactions and strat-
egy choices when dealing with difficult behavior of the simulated

Alzheimer’s patient. We identified different strategies, their im-
pact and outcomes on the patient’s behavior. Few works have been
able to identify clear strategies to adopt when interacting with
Alzheimer’s patients in terms of non-verbal behaviors. With our
experiment and thanks to automatic annotations made by the log
files and the post-experiment detection of the user’s non-verbal
behavior, we can more easily identify, in this particular scenario,
explicit non-verbal behaviors that have an impact on the patient’s
reactions. This corpus allows us to obtain mappings between the
choices and behaviors made by the users in the interactions and
the pathological evaluations expressed by the virtual patient. This
translates into a probability of evaluating the event in a specific
way, which will take the form of a appraisal probability frame called
𝑎𝑝 𝑓𝑃 . This frame represents the evaluation probabilities of an event
from the video corpus in the pedagogical context. This context
and pathology information is thus directly encoded in the statisti-
cal correspondences resulting from these data. We therefore have
two appraisal frames: one frame corresponding to the evaluation
based on the literature (ABM model) applied on non-pathological
appraisal data, and one frame corresponding to the data from the
video corpus of interactions. These two frames are combined in the
model by assigning a weight 𝑛𝑝 for the first one and a weight 𝑝 for
the second one. We obtain a new probability frame 𝑎𝑝𝑓𝑟𝑒𝑠𝑢𝑙𝑡 :

𝑎𝑝𝑓𝑟𝑒𝑠𝑢𝑙𝑡 = 𝑛𝑝.𝑎𝑝 𝑓𝑏𝑖𝑎𝑠𝑒𝑑𝑁𝑃 + 𝑝.𝑎𝑝 𝑓𝑃 ,

∀𝑛𝑝, 𝑝 ∈ [0, 1],𝑤𝑖𝑡ℎ 𝑝 + 𝑛𝑝 = 1 (6)

It is possible to vary the 𝑝 and 𝑛𝑝 weights to give more or less
importance to one of the two frames. This appraisal probability
frame will be used, as described in the Appraisal variable part,
to generate the values of the final appraisal frame 𝑎𝑝𝑓𝑟𝑒𝑠𝑢𝑙𝑡 . The
possible combinations may not all be represented by the available
dataset and by the annotations made beforehand. During a new
interaction, if we are faced with a combination that does not exist in
the video corpus, we will only use annotations from the NP-corpus.

Affect-intensity model / Affect-derivation model
For the representation of intensity we limit ourselves to mere ac-
tivations of the appraisal variables {1, 0 or 1} as described in the
"Appraisal variables" section. This results in the following number
of possible emotional states 𝑛35 = 243 combinations.

Once the final appraisal frame is obtained, as described above
in the section about the Appraisal derivation model, the COPALZ
model makes a mapping from the evaluation criteria of the CPM
model (in 5 dimensions) to a PAD space (in 3 dimensions) to simplify
the visualization of mood evolution. To our knowledge, there are no
direct correspondences between the criteria of the CPM model and
the PAD space. In [27],the authors calculated activation patterns
(prototypes) of the CPMmodel’s appraisal variables for 13 emotions
from the data in [51]. We also consider the mapping between 22
emotions and their location in the PAD space as proposed in the
ALMA model [21]. We then identified the 9 emotions present in
both works (e.g. rage, disgust, sadness), in order to obtain a mapping
between the activations of the appraisal variables and the location
on the PAD space for each of these dimensions. To do this, we
applied a linear regressionmodel, with the dependent variable being
the PAD variables and the independent variable being the CPM

Main Track AAMAS 2022, May 9–13, 2022, Online

77



dimensions, to get a position on a 3 dimension PAD space from the 5
dimension appraisal frame, according to the equivalences for these
9 emotions. We were able to determine the linear coefficients that
allow us to go from a PAD space to the CPM dimensions activation
pattern. The small amount of data and the non-linearity of the
distribution of these data on the two spaces makes the coefficients
obtained by the linear regression approximate, and allows us to
obtain insights about how the selected CPM variables could be
related to each of the PAD space dimensions. We thus set these
correspondences:

𝑃 = 0.6 ∗ 𝑝𝑙𝑒𝑎𝑠𝑎𝑛𝑡𝑛𝑒𝑠𝑠 + 0.4 ∗ 𝑐𝑜𝑛𝑑𝑢𝑐𝑖𝑣𝑒𝑛𝑒𝑠𝑠
𝐴 = 0.25 ∗ 𝑠𝑢𝑑𝑑𝑒𝑛𝑛𝑒𝑠𝑠 − 0.25 ∗ 𝑓 𝑎𝑚𝑖𝑙𝑖𝑎𝑟𝑖𝑡𝑦 + 0.5 ∗ |𝑐𝑜𝑛𝑑𝑢𝑐𝑖𝑣𝑒𝑛𝑒𝑠𝑠 |
𝐷 = 0.3 ∗ 𝑐𝑜𝑛𝑑𝑢𝑐𝑖𝑣𝑒𝑛𝑒𝑠𝑠 + 0.7 ∗ 𝑝𝑜𝑤𝑒𝑟

(7)
We then checked the consistency of the distribution formed by

all the possible points obtained following formula (7). By varying
each of the 5 CPM dimensions variables values between -1 and
1 with a step of 0.1, all combinations of the three dimensions of
the PAD space (between -1 and 1 with a step of 0.1) were tested,
resulting in a 97% matching level. This proposed mapping between
moods and appraisal tendencies is one of the original contributions
of our work. Another objective of the CPM space to PAD space
derivation is to formalize appraisal tendencies of an agent in a
particular mood state.

Illustration
The formulas we propose are our attempt at formalizing the patho-
logical mechanisms identified in the ABM [50]. In the ABM, the
authors define an appraisal bias as a perception and evaluation fil-
ter that increases the frequency of specific emotional states. Mood
and emotional disorders can be represented as appraisal biases. For
example, an agent in a sad mood will have a tendency to evaluate
a situation in a more pessimist way, whereas an agent in a happy
mood will have a tendency to evaluate this same situation in a more
positive way. It is the same principle for emotional disorders. For
example, according to this model, someone presenting depression
symptoms will be more likely to evaluate situations in a pessimist
way and experience sadness more frequently. The authors also
propose links between other emotional disorders and biases in the
evaluation of specific dimensions of the CPM. We represent this
by defining a filter to apply to the evaluation of a non-pathological
agent. As described in the article, we define with the NP-Corpus
for each choice on the user’s interface, the evaluation made by a
random person with no pathology. This is represented as a density
probability function as described in formula (2), in order to provide
the probabilities to evaluate each dimension in a specific way. For
example, for a choice 𝐶 , the NP-Corpus gives us indications about
how a random person with no pathology would evaluate this choice
for each dimension of the CPM. If the participants of the NP-Corpus
experiment evaluated the intrinsic pleasantness dimension for the
choice 𝐶 on average as 0.9 (very pleasant), we represent the proba-
bility to evaluate this choice as a gaussian function with a mean of
0.9. This will result in an evaluation for the intrinsic pleasantness
around 0.9 (but not always 0.9). This brings some variability to
the emotional evaluations. This evaluation will then be filtered by
the appraisal bias frame 𝑎𝑏𝑓 , which combines the mood and the

pathology. We will choose to use a simple example where only the
mood and no pathology is represented to understand the intuition
behind the filter. When we add a pathology, the filter gets more
complex by a mixture of the gaussian functions representing the
mood in one hand and the pathology in another hand, as described
with formula (4).

Once the filter is defined, we apply a convolution filter on the
choice𝐶 for each dimension. Let’s say for example that the agent has
no pathology and is in a very bad mood, represented as a tendency
to evaluate the intrinsic pleasantness dimension as very unpleasant
(-1). The filter will then be applied to the non pathological appraisal
of the choice 𝐶 , moving the density probability function towards
a lower value. After the filter is applied, the agent will then have
a tendency to evaluate an event as less pleasant than the initial
evaluation.

In formula (6), we propose to combine in the sameway as formula
(4) the filtered evaluation and the pathological evaluation from our
WOZ experiment for the same choice. To our knowledge, this is
the first proposition to adapt computationally the ABM.

Model evaluation method
For the evaluation of the model, we rely on the concept of "didac-
tic situation". This concept was elaborated jointly by simulation
specialists and field practitioners using a methodology based on
analyzing training needs and simulation results.

First, challenging situations were identified from observing and
interviewing actual professionals. A simulation scenario was de-
signed using the data from this work and from the scientific litera-
ture. In parallel, an instructional analysis revealed three use-cases
in our context: a task completion-focused communication strat-
egy, a relationship-focused communication strategy, and a patient-
focused communication strategy. A "didactic situation" is then a
pedagogical relevant part of an interaction, represented by a de-
scription of the mobilized communication strategy, the moment
of the interaction and the patient’s mood at this moment. Second,
an analysis of the recorded simulations was conducted to annotate
didactic situations.

The validation goal is to obtain outputs of the model (the virtual
patient’s appraisal of the situation and the facial expressions) simi-
lar to the observed data. First, we need to initialize our model to run
it. We propose to select video extracts from the Wizard of Oz exper-
iments, where the patient’s behavior, the behavior of the caregiver,
and the observed didactic situations were annotated. Each choice
of the user will lead to reactions on the patient, which will depend
on several variables (e.g. the level of cooperation of the patient (de-
cided by the experimenter), the intensity of the disorders presented
by the patient). In our model, we can represent these variables by
initialization elements. We can for example make the patient more
or less cooperative according to her initial mood or by presenting
more or less pathological disorders. The reaction will also depend
on how the users interpreted the selected action with their non-
verbal behavior. We will then use the NP-Corpus annotations of the
model in order to simulate a situation. The patient’s mood (which
evolves during the interaction), the represented disorders and the
user’s non verbal behavior will then be used to filter the NP-Corpus
annotations.
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Our evaluation method includes two steps. The first step is to
present the four selected extracts from the simulation videos to
the neuropsychologist who controlled the virtual patient (called
wizard) in our previous experiment, in order to acquire from him
an explanation of the mood and emotional disorders he made the
virtual patient express. Each extract is separated in blocks. A block
is the combination of the user’s choice on his interface, his verbal
and non-verbal behaviors used to perform his selection, and the
virtual patient’s reactions. We first showed the wizard the video
from the beginning of the session to the start of our extract. We
then asked him to evaluate the goal and the initial mood of the
patient. We finally show him the complete extract, block by block.
Knowing the context, he has to annotate the situation according to
the selected CPM criteria, for each block. For example, he has to
tell if the patient, in her current state, would find the situation as
highly familiar, lowly familiar, or neutral. In the end of each extract,
he also has to identify the pathological disorder(s) presented by
the patient during the video. The objective of this method is to
collect, from the wizard, the set of input values required to initialize
our model. This initialization allows us to compare the outputs of
the model simulation (appraisal frame and possible expressions
obtained by the appraisal frame) with the annotations made by the
wizard during the interview about the four extracts considered as
representative by our pedagogy researchers partner. The second
step involves obtaining from additional neuropsychologists their
perception of the mood and the emotional disorders observed in
the videos in order to confirm the performance of the wizard.

The data collected during the Wizard of Oz experiment will also
enable us in future works to evaluate our automatic model. One
of our evaluation goals is to compare outputs from our automatic
model simulations with more data from our corpus. We also intend
to use the collected data to evaluate the generative power of our
automatic model. For instance, we will study how the appraisal bi-
ases can modulate the reactions of the virtual patient by comparing
the reaction of the virtual agent without emotional disorders (only
the mood and the user’s behavior will bias the appraisal) and the
reactions of an agent with one or more emotional disorders. The
evaluation will consist of a qualitative evaluation by experts of the
compared outputs.

The evaluation of such an automatic model raises several prob-
lems [24]. It is difficult to evaluate the internal mechanisms respon-
sible for emotional pathologies and only feedback from medical
and pedagogy experts concerning the pedagogical relevance of the
simulation can validate our system. Additionally, in the evaluation
method we described above, we only focused on small extracts from
a limited interaction corpus, and we still have to test the model on
more different cases. We also can point out the fact that we only
evaluated the resulting appraisal frames, and since the mapping
between the appraisal and the facial expressions could lead to mul-
tiple configurations, it is difficult to make a validation concerning
the relevance of facial expressions. We also have to keep in mind
that Alzheimer’s disease is very complex, thus the variability of the
symptoms and of their intensity makes it difficult to properly eval-
uate the relevance of the simulated behaviors of our model and it is
preferable to focus on the reproduction of interesting pedagogical
situations considered as such by medical experts.

5 CONCLUSIONS AND FUTURE DIRECTIONS
In this article, we introduced COPALZ, a new pathological model
of emotions that we designed for controlling an automatic vir-
tual Alzheimer’s patient. Regarding the modeling of emotions, our
model is inspired by several existing computational models. As in
WASABI [7], FAtiMA [13] and the work of [33], we rely on the
appraisal variable set from the CPM model [49]. The concept of ap-
praisal frame, used in the FatiMA and EMA models [35], allows us
to describe the evaluation of a situation according to these variables.
These appraisal frames are then transformed into a 3D representa-
tion in a PAD space, as in WASABI, to represent the emotion felt by
the agent. The mood, defined in the same way as in the EMAmodel,
i.e. an accumulation of emotional episodes, is also represented on a
PAD space and will undergo a variation induced by this emotion,
with a dynamic similar to the one defined in the ALMA model [21]
and in the model proposed by [52]. The location in the PAD space
that represents the emotion decreases following an exponential
decay, as in the EEGS model [40] and in the WASABI model [7].

The originality of our work is based on the introduction of the
appraisal biases [50] to represent the influence of the pathology on
the agent’s behaviors. In the same way as in the TAME model [38]
with the concept of dispositions, and in the MAMID model [26]
with the concept of traits, we represent tendencies to be in certain
specific emotional states with the concept of appraisal bias, which
will influence the agent’s evaluation process. The originality of our
work is also based on the integration of data collected during a Wiz-
ard of Oz experiment involving interactions between 31 members
of the nursing staff and a partially simulated virtual patient. These
data gather information such as the user’s actions on the graphical
intercace, the non-verbal behaviors of the caregiver, the current
state of the simulation (phase of the scenario) and the verbal and
non-verbal behaviors selected by a medical expert of Alzheimer’s
disease and expressed by the virtual patient. They will then be
completed with manual annotations describing the evaluation of
each situation made by the virtual patient according to criteria of
the CPM model. To do so, we plan to annotate all the collected
videos according to a coding scheme and an annotation guide that
we have already defined and tested [8]. Additionally, our automatic
model could be a valuable source of knowledge for inspiring similar
works and understanding other pathologies. The next step will be
to integrate all this data into the design of the automatic model, in
order to perform an evaluation of the automatic virtual patient with
caregivers. For the evaluation, we also intend to consider existing
studies about reverse appraisal theory [12], which argues that peo-
ple can infer, from emotion displays, how others are appraising a
situation. In our virtual patient, reverse appraisal is involved when
the caregiver is interpreting the facial expressions displayed by the
virtual patient. It is also involved in our corpora when we annotate
appraisals thanks to the behaviors displayed by the virtual agent.

ACKNOWLEDGMENTS
The work described in this article was partly financed by the VIR-
TUALZ project ANR-17-CE19-0028.

Main Track AAMAS 2022, May 9–13, 2022, Online

79



REFERENCES
[1] Elisabeth André and Thomas Rist. 2001. Controlling the behavior of animated

presentation agents in the interface scripting versus instructing. AI Magazine 22,
4 (2001), 53–66.

[2] Magda B Arnold. 1960. Emotion and personality. Vol. I. Psychological aspects.
Columbia Univer. Press, Oxford, England. xiv, 296–xiv, 296 pages.

[3] American Psychiatric Association. 2013. DSM-5 Diagnostic Classification. Ameri-
can Psychiatric Association.

[4] Camille Barot, Domitile Lourdeaux, and Dominique Lenne. 2013. Using planning
to predict and influence autonomous agents behaviour in a virtual environment
for training. In Proceedings of the 12th IEEE International Conference on Cognitive
Informatics and Cognitive Computing, ICCI*CC 2013. IEEE, 274–281.

[5] L. F. Barrett, R. Adolphs, S. Marsella, A. M. Martinez, and S. D. Pollak. 2019.
Emotional Expressions Reconsidered: Challenges to Inferring Emotion From
Human Facial Movements. Psychological science in the public interest : a journal
of the American Psychological Society 20, 3 (dec 2019), 165–166.

[6] Edoardo Battegazzorre, Andrea Bottino, and Fabrizio Lamberti. 2021. Training
Medical Communication Skills with Virtual Patients: Literature Review and
Directions for Future Research. Lecture Notes of the Institute for Computer Sciences,
Social-Informatics and Telecommunications Engineering, LNICST 377 (April 2021),
207–226.

[7] Christian Becker-Asano. 2008. WASABI: Affect simulation for agents with believ-
able interactivity. Vol. 319. IOS Press.

[8] Amine Benamara, Elise Prigent, Jean-Claude Martin, Jean Zagdoun, Laurence
Chaby,Mohamed Chetouani, Sebastien Dacunha, Helene Vanderstichel, and Brian
Ravenet. 2021. Conception des Interactions avec un Patient Virtuel Alzheimer
pour la Formation du Personnel Soignant. In 32e Conférence Francophone sur
l’Interaction Homme-Machine, Vol. 21. Virtual Event, 1–12.

[9] Zoraida Callejas, Brian Ravenet, Magalie Ochs, and Catherine Pelachaud. 2014. A
computational model of social attitudes for a virtual recruiter. In 13th International
Conference on Autonomous Agents and Multiagent Systems, AAMAS 2014, Vol. 1.
93–100.

[10] Justine Cassell, Joseph Sullivan, and Scott Prevost. 2000. Embodied Conversational
Agents. MIT press.

[11] Sergio Castellanos, Luis Felipe Rodríguez, Luis A. Castro, and J. Octavio Gutierrez-
Garcia. 2018. A computational model of emotion assessment influenced by
cognition in autonomous agents. Biologically Inspired Cognitive Architectures 25
(aug 2018), 26–36.

[12] Celso deMelo, Jonathan Gratch, Peter Carnevale, and Stephen Read. 2012. Reverse
appraisal: The importance of appraisals for the effect of emotion displays on
people’s decisionmaking in a social dilemma. In Proceedings of the Annual Meeting
of the Cognitive Science Society, Vol. 34. 270–275. Issue 34.

[13] João Dias, Samuel Mascarenhas, and Ana Paiva. 2014. FAtiMA modular: Towards
an agent architecture with a generic appraisal framework. Lecture Notes in
Computer Science (including subseries Lecture Notes in Artificial Intelligence and
Lecture Notes in Bioinformatics) 8750 (2014), 44–56.

[14] Pablo L Diesbach and David F. Midgley. 2007. Embodied agents on a website:
Modelling an attitudinal route of influence. In Lecture Notes in Computer Science
(including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in
Bioinformatics).

[15] Sophie Digier, Katleen Jenni, Danick Decensi, Directrice De, and Francoise
Schwander-Maire. 2016. Les stratégies de communication efficaces dans la prise en
charge des personnes atteintes de la maladie d’Alzheimer au stade avancé, vivant à
domicile. Technical Report.

[16] Lucile Dupuy, Etienne de Sevin, Hélène Cassoudesalle, Orlane Ballot, Patrick
Dehail, Bruno Aouizerate, Emmanuel Cuny, Jean Arthur Micoulaud-Franchi, and
Pierre Philip. 2020. Guidelines for the design of a virtual patient for psychiatric
interview training. Journal on Multimodal User Interfaces (2020).

[17] Magy Seif El-Nasr, John Yen, and Thomas R Ioerger. 2000. FLAME - Fuzzy Logic
Adaptive Model of Emotions. Autonomous Agents and Multi-Agent Systems 3, 3
(2000), 219–257.

[18] Daniel E. Everitt, David R. Fields, Stephen S. Soumerai, and Jerry Avorn. 1991.
Resident Behavior and StaffDistress in the NursingHome. Journal of the American
Geriatrics Society 39, 8 (1991), 792–798.

[19] Nico H. Frijda. 1988. The Laws of Emotion. American Psychologist 43, 5 (1988),
349–358.

[20] Serge Gauthier, Jeffrey Cummings, Clive Ballard, Henry Brodaty, George Gross-
berg, Philippe Robert, and Constantine Lyketsos. 2010. Management of behavioral
problems in Alzheimer’s disease. , 346–372 pages.

[21] Patrick Gebhard. 2005. ALMA - A layered model of affect. In Proceedings of the
International Conference on Autonomous Agents. 177–184.

[22] R. Gil and E. M. Arroyo-Anllo. 2019. Emotions and Alzheimer’s disease: Neu-
ropsychology and ethical issues. NPG Neurologie - Psychiatrie - Geriatrie 19, 112
(aug 2019), 233–240.

[23] Jean-Claude Granry and Marie-Christine Moll. 2012. État de l’art (national et
international) en matière de pratiques de simulation dans le domaine de la santé.
Technical Report. Haute Autorité de Santé.

[24] Jonathan Gratch and Stacy Marsella. 2005. Evaluating a computational model of
emotion. Autonomous Agents and Multi-Agent Systems 11, 1 (2005), 23–43.

[25] Mohammed Ehsan Hoque and Rosalind W Picard. 2014. Rich nonverbal sensing
technology for automated social skills training. Computer 47, 4 (2014), 28–35.

[26] Eva Hudlicka. 2008. Modeling the Mechanisms of Emotion Effects on Cognition.
In AAAI Fall Symposium: Biologically inspired cognitive architectures. 82–86.

[27] Laura Sophia Finja Israel and Felix D. Schonbrodt. 2019. Emotion Prediction with
Weighted Appraisal Models - Validating a Psychological Theory of Affect. IEEE
Transactions on Affective Computing (2019).

[28] Susanne Kaiser and Klaus R Scherer. 1998. Models of "normal" emotions applied
to facial and vocal expression in clinical disorders. Emotions in psychopathology:
Theory and research November (1998), 81–98.

[29] Patrick Kenny, Thomas D. Parsons, Jonathan Gratch, Anton Leuski, and Albert A.
Rizzo. 2007. Virtual patients for clinical therapist skills training. In Lecture Notes
in Computer Science (including subseries Lecture Notes in Artificial Intelligence and
Lecture Notes in Bioinformatics), Vol. 4722 LNCS. Springer Verlag, 197–210.

[30] Andrzej A Kononowicz, Nabil Zary, Samuel Edelbring, Janet Corral, and Inga
Hege. 2015. Virtual patients - What are we talking about? A framework to classify
the meanings of the term in healthcare education. BMC Medical Education 15, 1
(dec 2015), 11.

[31] Richard S Lazarus. 1968. Emotions and adaptation: Conceptual and empirical
relations. Nebraska Symposium on Motivation 16 (1968), 175–266.

[32] Carol Magai, Carl I Cohen, and David Gomberg. 2002. Impact of Training De-
mentia Caregivers in Sensitivity to Nonverbal Emotion Signals. 14, I (2002),
25–38.

[33] Robert P Marinier and John E Laird. 2007. Computational modeling of mood and
feeling from emotion. Proceedings of the Annual Meeting of the Cognitive Science
Society 29 (2007), 29.

[34] Stacy Marsella, Jonathan Gratch, Paolo Petta, and Others. 2010. Computational
models of emotion. A Blueprint for Affective Computing-A sourcebook and manual
11, 1 (2010), 21–46.

[35] Stacy C Marsella and Jonathan Gratch. 2009. EMA: A process model of appraisal
dynamics. Cognitive Systems Research 10, 1 (2009), 70–90.

[36] Glenise L. McKenzie, Linda Teri, Mary K. Salazar, Carol J. Farran, Cornelia Beck,
and Olimpia Paun. 2011. Relationship between system-level characteristics of
assisted living facilities and the health and safety of unlicensed staff. AAOHN
Journal 59, 4 (2011), 173–180.

[37] AMFMonteiro, RL Santos, N Kimura Trends in psychiatry . . . , and undefined 2018.
[n.d.]. Coping strategies among caregivers of people with Alzheimer disease: a
systematic review. SciELO Brasil ([n. d.]).

[38] Lilia Moshkina, Sunghyun Park, Ronald C. Arkin, Jamee K. Lee, and Hyunry-
ong Jung. 2011. Tame: Time-varying affective response for humanoid robots.
International Journal of Social Robotics 3, 3 (feb 2011), 207–221.

[39] Magalie Ochs, Grégoire De Montcheuil, Jean-marie Pergandi, Jorane Saubesty,
D Donval, C Pelachaud, D Mestre, and Philippe Blache. 2017. An architecture
of virtual patient simulation platform to train doctors to break bad news. In
Conference on Computer Animation and Social Agents (CASA). Séoul, South Korea.

[40] Suman Ojha, Jonathan Vitale, and Mary Anne Williams. 2020. Computational
Emotion Models: A Thematic Review.

[41] Raquel Becerril Ortega, Petit Lucie, and Hélène Vanderstichel. 2019. Élaboration
d’un outil de simulation pour la formation de soignant. es en gériatrie. Expéri-
menter pour apprendre ou questionner ses pratiques.. In 5° colloque international
de la didactique professionnelle.

[42] Andrew Ortony, Gerald L. Clore, and Allan Collins. 1989. The Cognitive Structure
of Emotions. Vol. 18. Cambridge university press. 957 pages.

[43] Anand S Rao and Michael P Georgeff. 1991. Modeling rational agents within a
BDI-architecture. KR 91 (1991), 473–484.

[44] Albert Rizzo, Russell Shilling, Eric Forbell, Stefan Scherer, Jonathan Gratch, and
Louis Philippe Morency. 2016. Autonomous Virtual Human Agents for Health-
care Information Support and Clinical Interviewing. In Artificial Intelligence in
Behavioral and Mental Health Care. 53–79.

[45] A A Rizzo and Thomas Talbot. 2016. Virtual reality standardized patients for
clinical training. The digital patient: Advancing medical research, education, and
practice (2016), 257–272.

[46] Kate E. Robinson, Peter J. Allen, Michelle Quail, and Janet Beilby. 2018. Vir-
tual patient clinical placements improve student communication competence.
Interactive Learning Environments 28, 6 (2018), 795–805.

[47] T. Rousseau. 2011. Communication et émotion dans la maladied’Alzheimer. NPG
Neurologie - Psychiatrie - Geriatrie 11, 65 (2011), 221–228.

[48] James A Russell and Albert Mehrabian. 1977. Evidence for a three-factor theory
of emotions. Journal of Research in Personality 11, 3 (sep 1977), 273–294.

[49] Klaus R Scherer. 2001. Appraisal Considered as a Process of Multilevel Sequential
Checking.

[50] Klaus R. Scherer and Tobias Brosch. 2009. Culture-specific appraisal biases
contribute to emotion dispositions. European Journal of Personality 23, 3 (2009),
265–288.

[51] Klaus R. Scherer and Ben Meuleman. 2013. Human Emotion Experiences Can Be
Predicted on Theoretical Grounds: Evidence from Verbal Labeling. PLoS ONE 8,
3 (mar 2013), 58166.

Main Track AAMAS 2022, May 9–13, 2022, Online

80



[52] Maayan Shvo, Jakob Buhmann, and Mubbasir Kapadia. 2019. An Interdependent
Model of Personality, Motivation, Emotion, and Mood for Intelligent Virtual
Agents. In IVA 2019 - Proceedings of the 19th ACM International Conference on
Intelligent Virtual Agents. Association for Computing Machinery, Inc, 65–72.

[53] DebraWebster andMary C. Dibartolo. 2014. Using a standardized patient learning
activity to teach baccalaureate nursing students about dementia care. Nurse
Educator 39, 3 (2014), 103–104.

[54] Rozanne Wilson, Elizabeth Rochon, Alex Mihailidis, and Carol Leonarda. 2012.
Examining success of communication strategies used by formal caregivers as-
sisting individuals with Alzheimer’s disease during an activity of daily living.

Journal of Speech, Language, and Hearing Research 55, 2 (2012), 328–341.
[55] Nutchanon Yongsatianchot and Stacy Marsella. 2021. A computational model of

coping for simulating human behavior in high-stress situations. In Proceedings of
the International Joint Conference on Autonomous Agents and Multiagent Systems,
AAMAS, Vol. 3. 1413–1421.

[56] P. Zawieja and L. Benattar. 2019. Health staff burnout in geriatrics: Prevalence
and determinants in 185 French facilities. NPG Neurologie - Psychiatrie - Geriatrie
19, 113 (oct 2019), 286–293.

Main Track AAMAS 2022, May 9–13, 2022, Online

81


	Abstract
	1 Introduction
	2 Related work
	3 Architecture of the virtual Alzheimer's patient
	4 COPALZ: A Model of Pathological Emotions and Expressivity
	5 Conclusions and future directions
	Acknowledgments
	References



