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ABSTRACT
Multi-agent reinforcement learning typically suffers from the prob-

lem of sample inefficiency, where learning suitable policies involves

the use of many data samples. Learning from external demonstra-

tors is a possible solution that mitigates this problem. However,

most prior approaches in this area assume the presence of a single

demonstrator. Leveraging multiple knowledge sources (i.e., advi-
sors) with expertise in distinct aspects of the environment could

substantially speed up learning in complex environments. This pa-

per considers the problem of simultaneously learning frommultiple

independent advisors in multi-agent reinforcement learning. The

approach leverages a two-level Q-learning architecture, and ex-

tends this framework from single-agent to multi-agent settings. We

provide principled algorithms that incorporate a set of advisors by

both evaluating the advisors at each state and subsequently using

the advisors to guide action selection. We also provide theoretical

convergence and sample complexity guarantees. Experimentally,

we validate our approach in three different test-beds and show

that our algorithms give better performances than baselines, can

effectively integrate the combined expertise of different advisors,

and learn to ignore bad advice.
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1 INTRODUCTION
Reinforcement learning (RL) has been successful in obtaining super-

human performances in a wide range of challenges such as Atari

games [21], Go [30], and simple robotic tasks like opening doors

and learning visuomotor policies [16]. However, it has not been

straightforward to replicate these successes in complex real-world

Proc. of the 22nd International Conference on Autonomous Agents and Multiagent Sys-
tems (AAMAS 2023), A. Ricci, W. Yeoh, N. Agmon, B. An (eds.), May 29 – June 2, 2023,
London, United Kingdom. © 2023 International Foundation for Autonomous Agents

and Multiagent Systems (www.ifaamas.org). All rights reserved.

problems. One reason is that these problems often have a multi-

agent structure, where more than one learning agent participates at

the same time, resulting in complicated dynamics. Despite research

advances in multi-agent reinforcement learning (MARL) [10], poor

sample efficiency in existing algorithms is one issue that still causes

significant hurdles in applying MARL to complex problems [28].

Using external sources of knowledge that help in accelerating

MARL training is one solution [2], which has extensive support

in literature [28]. However, most prior work include two limiting

assumptions. First, all demonstrations need to come from a single

demonstrator [4]. In complex MARL environments, since agents

learn policies that meet the twin goals of responding to changing

opponent(s) and environments [18], a learner can likely benefit

from multiple knowledge sources that have expertise in different

parts of the environment or different aspects of the task. Second,

all demonstrations are near-optimal (i.e., from an “expert”) [24]. In

practice, these knowledge sources are typically sub-optimal, and

we broadly refer to them as advisors (to differentiate from experts).

In this paper, we provide an approach that simultaneously lever-

ages multiple different (sub-optimal) advisors for MARL training.

Since the advisors may provide conflicting advice in different states,

an algorithm needs to resolve such conflicts to take advantage of

all the advisors effectively. We propose a two-level learning archi-

tecture and formulate a Q-learning algorithm for simultaneously

incorporating multiple advisors in MARL, improving upon the pre-

vious work of Li et al. [17] in single-agent RL. This architecture

uses one level to evaluate advisors and the other learns values for

actions. Further, we extend our approach to an actor-critic variant

that applies to the centralized training and decentralized execu-

tion (CTDE) setting [20]. Since RL is a fixed point iterative method

[36], we provide convergence results, proving that our Q-learning

algorithm converges to a Nash equilibrium [22] (under common as-

sumptions). Additionally, we provide a detailed finite-time analysis

of our Q-learning algorithm under two different types of learn-

ing rates. Finally, we experimentally study our approach in three

different multi-agent test-beds, in relation to standard baselines.

Since we relax the two limiting assumptions regarding learning

from demonstrators in MARL, our hope is that this approach will

spur successes in real-world applications, such as autonomous driv-

ing [9] and fighting wildfires [13], where MARL methods could use

existing (sub-optimal) solutions as advisors to accelerate training.

Our full paper with appendices is available on arXiv [34].
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2 RELATEDWORK
This work is most related to the approach of reinforcement learning
from expert demonstrations (RLED) [24]. A well-known RLED tech-

nique is deep Q-learning from demonstrations (DQfD) [11], which
combines a temporal difference (TD) loss, an L2 regularization

loss, and a classification loss that encourages actions to be close

to that of the demonstrator. Another method, normalized actor-
critic (NAC) [14], drops the classification loss and is more robust

under imperfect demonstrations. However, NAC is prone to weaker

performances than DQfD under good demonstrations due to the

absence of classification loss. A different approach, human agent
transfer (HAT) [38], extracts information from limited demonstra-

tions using a classifier, while confidence-based human-agent transfer
(CHAT) [42] improves HAT by using a confidence measurement to

safeguard against sub-optimal demonstrations. A related approach

is the teacher-student framework [39], where a pretrained policy

(teacher) can be used to provide limited advice to a learning agent

(student). Subsequent works expand this framework towards inter-

active learning [1], however, almost all works in this area assume a

moderate level expertise for the teacher. Moreover, these are all in-

dependent methods primarily suited for single-agent environments,

and may not be directly applicable in MARL context.

Furthermore, external knowledge sources have also been used in

MARL [28], where priorworks often assume near optimal experts[25,

44] or are only applicable to restrictive settings, such as fully co-

operative or zero-sum competitive games [23, 29, 30, 41, 47]. Leno

et al. [29] introduced a framework where an agent can learn from

its peers in a shared learning environment, in addition to learning

from the environmental rewards. Here the peers can be sub-optimal,

however this work only applies to cooperative environments. Other

works have provided a cooperative teaching framework for hierar-

chical learning [15, 45]. For multi-agent general-sum environments,

advising multiple intelligent reinforcement agents - decision making
(ADMIRAL-DM) [33] is a Q-learning approach that incorporates

real-time information from a single online sub-optimal advisor.

One limitation of many prior works is the assumption of a single

source of demonstration. In MARL, it may be possible to obtain ad-

visors from different sources of knowledge that provide conflicting

advice. For single-agent settings, Li et al. [17] provides the two-level

Q-learning (TLQL) algorithm that incorporates multiple advisors

in RL. The TLQL maintains two Q-networks, where the first Q-
network (high-level) keeps track of each advisor’s performance and

the second Q-network (low-level) learns the quality of each action.

We improve upon TLQL and make it applicable to MARL settings.

3 BACKGROUND
Stochastic Games: A N -player stochastic game is represented

by a tuple ⟨S,A1, . . . ,AN , r1, . . . , rN , P ,γ ⟩, where S is the state

space, Aj
is the action space of the agent j ∈ {1, . . . ,N }, and r j :

S × A1 × · · · × AN −→ R is the reward function of j. Also, P :

S×A1×· · ·AN −→ Ω(S) is the transition probability that determines

the next state given the current state and the joint action of all

agents, where Ω is a probability distribution. Finally, γ ∈ [0, 1) is
the discount factor. At each time t , all agents observe the global state
s and take a local action aj [27]. The joint action a = {a1, . . . ,aN }
determines the immediate reward r j for j and the next state of

the system s ′. Each agent learns a suitable policy that gives the

best responses to its opponent(s). The policy is denoted by π j :

S −→ Ω(Aj ). Let π ≜ (π 1, . . . ,πN ) be the joint policy of all agents.

At a state s , the value function of j under the joint policy π is

v
j
π (s) =

∑∞
t=0 γ

t Eπ ,P [r jt |s0 = s,π ]. This represents the expected
discounted future reward of j, when all agents follow the policy π
from the state s . Related to the value function, is the action-value

function or the Q-function. The Q-function of agent j, under the

policy π , is given by, Q
j
π (s,a) = r j (s,a) + γ Es ′∼P [v

j
π (s ′)].

The setting we consider is general-sum stochastic games, where

the reward functions of the different agents can be related in any

arbitrary fashion. In this setting, the Nash equilibrium is typically

considered as the solution concept [12], where the joint policy

π∗ = [π 1∗ , . . . ,πN∗ ] for all s ∈ S and all j satisfies v j (s;π j∗ ,π
−j
∗ ) ≥

v j (s ;π j ,π−j
∗ ). Here,π−j

∗ ≜ [π 1∗ , . . . ,π
j−1
∗ ,π

j+1
∗ , . . . ,πN∗ ] represents

the joint policy of all agents except j. In a Nash equilibrium, each

agent plays the best response to the other agents and any deviation

from this response is guaranteed to be worse off. Further, Hu and

Wellman [12] proved that the Q-updates of an agent j, using the

Nash payoff at each stage eventually converges to its Nash Q value

(Q
j
∗), which is the action-value obtained by the agent j when all

agents follow the joint Nash equilibrium policy for infinite periods.

Two-levelQ-learning: The TLQL algorithm [17] enables single-

agent learning under the simultaneous presence of multiple advi-

sors providing conflicting demonstrations. Here, the challenge is to

determine which advisor to trust in a given state. In this regard, the

TLQL contains two Q-tables, a high-level Q-table (abbreviated as

high-Q) and a low-levelQ-table (abbreviated as low-Q). The high-Q
stores the value of the ⟨s,ad⟩ pair, where ad ∈ AD represents an

advisor (with AD representing the set of all advisors). The high-Q
also stores the value of following the RL policy in addition to each

advisor. The low-Q maintains the value of each state-action pair.

At each time step, the agent observes the state and selects an ad-

visor (or the RL policy) from the high-Q using the ϵ-greedy strategy.
If the high-Q returns an advisor, then the advisor’s recommended

action is performed. If the RL policy is returned, then an action is

executed from the low-Q based on the ϵ-greedy strategy [35]. The

low-Q is updated using the vanilla Q-learning Bellman update [43].

Subsequently, the high-Q is updated using a synchronization step.

In this step, when an advisor’s action is performed, the value of the

advisor in the high-Q is simply assigned the value of that action

from the low-Q . Finally, the high-Q of the RL policy is updated using

the relation hiдhQ(s,RL) = maxa lowQ(s,a). This synchronization
update of high-Q preserves the convergence guarantees, due to the

policy improvement guarantee in single-agent Q-learning [35].
There are two important limitations of TLQL. First, the high-Q

that represents the value of the advisors also depends on the RL

policy through the synchronization step. This Q value represents

the value of taking the action suggested by the advisor at the current

state and then following the RL policy from the next state onward.

This definition is problematic since at the beginning of training,

the RL policy is sub-optimal, and the objective is to accelerate

learning by relying on external advisors and avoid using the RL

policy at all. As advisors are evaluated at each state using the RL

policy, it is likely that the most effective advisor among the set

of advisors is not being followed until the RL policy improves.
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At this stage, it might be possible to simply follow the RL policy

itself, defeating the purpose of learning from advisors. Second,

the advisors have not been evaluated at the beginning of learning.

Hence, it is impossible to find the most suitable advisor to follow,

from the available advisors. While TLQL simply follows an ϵ-greedy
exploration strategy, this approach could take many data samples

to figure out the right advisor. We address both these limitations.

4 TWO-LEVEL ARCHITECTURE IN MARL
We consider a general-sum stochastic game, where there are a set

of agents that are learning a policy with an objective of providing a

best response to the other agents as well as the environment. Each

agent j can access a finite set of (possibly sub-optimal) independent

advisors AD j
. We use ad j to represent an advisor of j , where ad j ∈

{ad j
1
, . . . ,ad

j
|AD j |}. Each advisor ad j can be queried by j to obtain

an action recommendation at each state of the stochastic game.

These online advisors provide real-time action advice to the agent,

which helps in learning to dynamically adapt to opponents. We

consider a centralized training setting and assume 1) the advisors

are fixed and do not learn, 2) the communication between agents

and their advisors is free, 3) there is no communication directly

between learning agents, 4) the environment is fully observable (i.e.,

an agent can observe the global state, all actions, and all rewards),

and 5) the state and action spaces are discrete. Though we require

these assumptions for theoretical guarantees, we will show that it

is possible to relax a number of these assumptions in practice.

To make TLQL applicable to multi-agent settings, we parame-

terize both the Q-functions with the joint actions, as is common

in practice [18]. Also, we do not maintain the RL policy in the

high-Q table and do not perform a synchronization step. These

steps are no longer needed to preserve the convergence results in

multi-agent settings, since we do not have a policy improvement

guarantee (unlike in single-agent settings) [37]. Instead, we choose

to use the probabilistic policy reuse (PPR) technique [6], where a

hyperparameter (ϵ ′ ∈ [0, 1]) decides the probability of following

any advisor(s) (i.e., using the high-Q) or the agents’ own policy

(i.e., using the low-Q) for action selection, at each time step during

training. This hyperparameter starts with a high value (maximum

dependence on the available advisor(s)) at the beginning of training

and is decayed (linearly) over time. After some finite time step

during training, the value of this hyperparameter goes to 0 (no

further dependence on any advisor(s)) and the agent only uses its

low-Q (own policy) for action selection. This helps in two ways: 1)

in the time limit (t −→ ∞), a learning agent has the possibility of

recovering from poor advising (by learning from the environment),

and 2) eventually the trained agent can be independently deployed

(with no requirement of having access to any advisor(s)).

The general structure of our proposed Multi-Agent Two-Level
Q-Learning (MA-TLQL) algorithm is given in Figure 1. Since we

are in a fully observable setting, like [12], we specify that each

agent maintains copies of the Q-tables of other agents from which

it can obtain the joint actions of other agents for the current state.

If such copies cannot be maintained, agents could use the pre-

viously observed actions of other agents for the joint action as

done in prior works [33, 46]. We use the two-level architecture,

where each agent will maintain a high-Q as well as a low-Q . The

Figure 1: Structure of MA-TLQL, for a representative agent
having access to a set of AD advisor(s)

high-Q provides a value for the ⟨s,a−j ,ad j ⟩ tuples, where a−j =
{a1, . . . ,aj−1,aj+1, . . . ,aN } is the joint action of all agents except

the agent j. This high-Q is a value estimate for the advisor ad j as
estimated by the agent j at the state s and joint action a−j . The
high-Q estimates are updated with an evaluation update given by

hiдhQ
j
t+1(s,a

−j ,ad j ) = hiдhQ j
t (s,a−j ,ad j )

+α
(
(r jt + γhiдhQ

j
t (s ′,a′

−j ,ad j ) − hiдhQ
j
t (s,a−j ,ad j )

)
,

(1)

where s and s ′ are the states at t and t + 1, and α is the learning

rate. Also, a−j and a′−j are joint actions at s and s ′, respectively.
As described previously, a hyperparameter is used to decide

between choosing to follow an advisor or the RL policy. If the

agent follows an advisor, the high-Q is used to select an advi-

sor using an ensemble selection technique. Let us denote, Q j =

{hiдhQ j (s,a−j ,ad j
1
), . . . ,hiдhQ j (s,a−j ,ad jm )}, to represent the high-

Q estimates of a set of M advisors (with |M | = m) advising the

same action aj to an agent j. Here, ad
j
i represents an advisor i ∈

{1, . . . ,m} of j. Then the value of vote for action aj , at the state s
and the joint action a−j , denoted by V j (s,a−j ,aj ), is calculated as

V j (s,a−j ,aj ) = maxQ j

+
∑m
i=1,i,argmaxi hiдhQ j (s,a−j ,ad ji )

1

µ(s)hiдhQ
j (s,a−j ,ad ji ).

(2)

Here, µ(s) is the number of times the agent has visited the state s .
In Eq. 2, if an action is recommended by more than one advisor, the

value of its vote is a weighted sum of all high-Q estimates of advisors

recommending that action. Each high-Q estimate (except the best

high-Q estimate) is weighted by the reciprocal of the number of

times the respective state is visited. In this way, when a state is

visited many times, the advisor with the best high-Q estimate is

likely to be followed (wisdom of individual). When a state is visited

only a few times, then the action suggested by amajority of advisors

is likely to be selected (wisdom of crowd). From Eq. 2, if an action aj

is recommended by only one advisor, then the value of vote for aj

will be equal to the high-Q estimate of that advisor. After the value

of votes for all actions are calculated, the action with the maximum

value of vote is executed, and the high-Q estimate of the advisor

recommending this action is updated by the agent j using Eq. 1.
If the agent decides to use its RL policy, it uses its low-Q , which

contains a value for the ⟨s,a−j ,aj ⟩ tuples (value for each action). At
each step, the low-Q is updated using a control update as follows:
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lowQ
j
t+1(s,a

−j ,aj ) = lowQ j
t (s,a−j ,aj )

+α
(
r
j
t + γ maxa′j lowQ

j
t (s ′,a′−j ,a′j ) − lowQ

j
t (s,a−j ,aj )

)
.

(3)

Now we describe how MA-TLQL addresses the two limitations

of TLQL. The first was the dependence of high-Q on the RL policy

in TLQL. Note, the high-Q in MA-TLQL maintains the Q values

of the advisor themselves, i.e., the value of following the advisor’s

policy from the current state onward (see Eq. 1). Thus, the coupling

between the advisor values and the RL policy is removed (no syn-

chronization). The second was the difficulty in picking the right

advisor in TLQL. MA-TLQL uses an ensemble technique to choose

the advisor during the early stages of learning. In later stages, it

switches to following the best advisor according to the high-Q esti-

mates, which addresses this limitation of TLQL. In Appendix J, we

present a toy example that illustrates the limitations of TLQL.

We provide the complete pseudocode for a tabular implemen-

tation of the MA-TLQL algorithm in Appendix A (Algorithm 1).

Further, we extend this approach to large state-action environments

using a neural network based implementation (Algorithm 2), which

uses a target network and a replay buffer, as in the DeepQ-learning

(DQN) algorithm [21]. We also provide an actor-critic implementa-

tion (Algorithm 3) which is suitable for CTDE [20]. We will refer

to this algorithm as multi-agent two-level actor-critic (MA-TLAC).

In MA-TLAC, each agent has two actors and two critics (high-level

and low-level), where the respective Q-functions serve as the critic

and the corresponding policies serve as the actors. In this CTDE

method, agents can obtain global information (including actions

and rewards of other agents) during training, however, the agents

only require access to its local observation during execution. This

makes our method applicable to partially observable environments

as in Lowe et al. [20]. MA-TLAC applies to continuous state space

environments as well (refer to Appendix A for more details).

5 THEORETICAL RESULTS
We present a convergence guarantee for tabular MA-TLQL and

characterize the convergence rate. For these results, we build on

some prior works that provide several fundamental results on the

nature of stochastic iterative functions [3, 5]. We apply these to MA-

TLQL in general-sum stochastic games using three assumptions

from Hu and Wellman [12], where the first two are standard [36].

Assumption 1. Every s ∈ S and aj ∈ Aj , for every agent j are
visited infinitely often, and the reward function (∀j) stays bounded.

Assumption 2. For all s, t , anda, 0 ≤ αt (s,a) < 1,
∑∞
t=0 αt (s,a) =

∞,
∑∞
t=0[αt (s,a)]2 < ∞.

Assumption 3. The Nash equilibrium is a global optimum or
saddle point in every stage game of the stochastic game.

The third assumption is a restriction on the nature of the stochas-

tic game. Several prior works note that this assumption is restrictive

but needed to theoretically prove the convergence of Q-learning
methods in general-sum stochastic games with two or more agents.

In practice, however, it is still possible to observe convergence of

Q-learning methods when this assumption is violated [12, 33, 46].

Nowwe prove our theoretical results. All theorem statements are

provided here, while the proofs can be found in Appendices B – D.

First, we provide the convergence guarantee for the low-Q . Recall,

the PPR technique guarantees that the MA-TLQL dependence on

high-Q is only until a finite time step during training. After this

step, the agent only uses its low-Q for action selection. As the

convergence result in Theorem 1 is provided in the time limit (t −→
∞), the influence of high-Q can be neglected for this result.

Theorem 1. Given Assumptions 1, 2, 3, the low-Q values of an
agent j converges to its Nash Q value in the limit (t −→ ∞).

Next, we provide sample complexity bounds for the MA-TLQL

algorithm. Instead of explicitly considering the high-Q values, we

specify that the underlying joint policy has a covering time of L.
The covering time specifies an upper bound on the number of time

steps needed for all state-joint action pairs to be visited at least once

starting from any state-joint action pair. Further, since the action

selection is only based on the low-Q values in the limit (t −→ ∞),

we are most interested in the sample complexity of low-Q , where
the dependence on the high-Q is effectively represented by L.

Regarding sample complexity, as is done in [5], we distinguish be-

tween two kinds of learning rates. Consider the following equation

for the low-Q (rewriting Eq. 3 and dropping low for simplicity),

Q
j
t+1(st ,at ) =

(
1 − αωt (st ,at ))(Q j

t (st ,at )
)

+αωt (st ,at )
(
r
j
t + γ maxa j Q

j
t (st+1,at+1)

)
.

(4)

The value of αωt (s,a) = 1

[#(s,a,t )ω ] , where #(s,a, t) is the number

of times until t that the joint action a is performed at s . Here, we
consider ω ∈ (1/2, 1]. The learning rate is linear if ω = 1, and the

learning rate is polynomial if ω ∈ (1/2, 1).
The next theorem provides a lower bound on the number of time

steps needed for convergence in the case of a polynomial learning

rate. From Assumption 1, let us specify that all rewards for the

agent j are bounded by R
j
max

. We consider a variable Q
j
max

, which

denotes the maximum possible low-Q value for the agent j , which is

bounded byQ
j
max
= R

j
max

/(1−γ ). Additionally, we also use another
variable β = (1 − γ )/2 to present our upcoming results concisely.

Theorem 2. Let us specify that with probability at least 1 − δ , for
an agent j, | |Q j

T −Q
j
∗ | |∞ ≤ ϵ . The bound on the rate of convergence

of low-Q , Q j
T , with a polynomial learning rate of factor ω is given by

(with Q j
∗ as the Nash Q-value of the agent j)

T = Ω
(( L1+3ωQ2, j

max
ln( |S |Πi |Ai |Q

j
max

δ βϵ )
β 2ϵ 2

)
1−ω

/L

+
(
( Lβ ln

Q j
max

ϵ + 1)/2
) 1

1−ω
)
.

(5)

Assuming the same action spaces for all agents (i.e. |A1 | = |A2 | =
· · · = |AN | = |A|), we note that the dependence on the number

of agents is ln |A|N = N ln |A|. Overall this results in a sub-linear

dependence on the number of agents based on the value of ω,
which is far superior to recent works that report an exponential

dependence on the number of agents when learning in general-

sum stochastic game environments (with an arbitrary number of

agents) for convergence to a Nash equilibrium [19, 31]. Further,

the dependence on the state space and action space in Theorem 2

is sub-linear (ln |S |), and the dependence on the covering time is

Ω(L2ω−3ω2

+ L1/1−ω ), which is a polynomial dependence.

The next theorem considers the linear learning rate case.
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Theorem 3. Let us specify that with probability at least 1 − δ , for
an agent j, | |Q j

T −Q
j
∗ | |∞ ≤ ϵ . The bound on the rate of convergence

of low-Q , Q j
T , with a linear learning rate is given by

T = Ω
(
(L +ψL + 1)

1

β ln

Qj
max

ϵ
Q
2, j
max

ln( |S |Πi |Ai |Q
j
max

δ βϵψ )
β2ϵ2ψ 2

)
, (6)

whereψ is a small arbitrary positive constant satisfyingψ ≤ 0.712.

Theorem 3 shows that the bound is linear in the number of agents

and sub-linear in the state and action spaces. This linear dependence

on the number of agents is also superior to prior results [19, 31].

Note, the dependence on the covering time in Theorem 3 could

be much worse than that of Theorem 2, depending on the value

of Q
j
max

and ϵ . Since the value of ϵ is small, the dependence is

certainly worse than that obtained for the polynomial learning rate

case. Also, the dependence on Q
j
max

is exponential as opposed to

a polynomial dependence for Theorem 2. The last two theorems

illustrate the performance benefit in using a polynomial learning

rate as opposed to a linear learning rate in our algorithm.

6 EXPERIMENTS AND RESULTS
We consider three different experimental domains, one each for

competitive, cooperative, and mixed settings, where each agent

has access to a set of four advisors. We use neural network im-

plementations of MA-TLQL and MA-TLAC, along with 5 other

baselines: DQN [21], DQfD [11], CHAT [42], ADMIRAL-DM [33],

and TLQL [17]. In Appendix F, we tabulate the characteristics of

these baselines and provide further details regarding our choices.

Since CHAT and ADMIRAL-DM assume the presence of a single

advisor, we use a weighted random policy approach for implement-

ing these two algorithms in the multiple-advisor setting, as in Li et

al. [17]. If different advisors provide different actions at the same

state, each action is weighted based on the number of advisors

suggesting that action. For DQfD, during pre-training [11], we pop-

ulate the replay buffer using advisor demonstrations from all the

available advisors. For all our experiments, we will describe the

critical details here, while the complete description is in Appen-

dix K. All the experiments are repeated 30 times, with averages

and standard deviations reported. For statistical significance we

use the unpaired 2-sided t-test and report p-values, where p < 0.05

is considered significant. The tests compare the highest perform-

ing algorithm (typically MA-TLQL) with the second-best baseline

and best/average advisor performance. We conduct a total of seven

experiments. The code for all experiments is open-sourced [32].

Appendix K tabulates all our experimental settings. Appendix L

provides the hyperparameter details and Appendix M contains the

wall clock times.

Experiments 1–4 use the competitive, two-agent version of Pom-

merman [26]. The environment is complex, with each state con-

taining roughly 200 elements related to agent position and special

features (e.g., bombs). The reward function is sparse: agents only re-

ceive a terminal reward of {−1, 0,+1}. Experiments are conducted

in two phases. In the first phase (training), our algorithms and

the baselines train against a standard DQN opponent for 50,000

episodes, where we plot the cumulative rewards. During this phase,

algorithms can use advisors to accelerate training. In the second

phase (execution), we test the performance of the trained policies

against DQN for 1000 episodes, where we plot the win rate (fraction

of games won) for each algorithm. During this phase, agents cannot

access advisors, take no exploratory actions, and do not learn. All

advisors pertaining to these four experiments are rule-based agents.

(a) Training

(b) Execution

Figure 2: Two agent Pommerman with four sufficient advi-
sors of different quality (Experiment 1)

Experiment 1: Our first experiment uses a set of four advisors

ranked in terms of quality from Advisor 1 to Advisor 4. Here, Ad-

visor 1 is the best advisor, capable of teaching the agent all skills

needed to win the game of Pommerman, and Advisor 4 only sug-

gests random actions. In Pommerman, there is a fixed set of six

skills that an agent needs to master to be able to win [26]. Since

this set of advisors can teach all these skills, we say the agent has

access to a sufficient set of advisors. We plot the training and exe-

cution performances in Figure 2(a) and (b) respectively, including

the performance of the best and average advisors (average of all

Advisors 1–4) against DQN. MA-TLQL gives the best performance

(p < 0.01) and is the only algorithm providing a better performance

than the best advisor (p < 0.11) in both training and execution. MA-

TLAC performs better than the average advisor (p < 0.04). None

of the others show better performances than the average advisor.

CHAT and ADMIRAL-DM are not capable of leveraging and distin-

guishing amongst a set of advisors. DQfD uses pre-training, which is

not very effective in the non-stationary multi-agent context. Learn-

ing from online advising is preferable in MARL. Also, DQfD and

CHAT are independent techniques that are not actively tracking the

opponent’s performance. While TLQL is capable of learning from

multiple advisors, its independent nature in addition to coupling

of advisor values with the RL policy reduces its effectiveness in

multi-agent environments. MA-TLQL gives a better performance

than MA-TLAC in both training and execution (p < 0.01). As noted

previously, the Q-learning family of algorithms tends to induce a

positive bias while using the maximum action value, which leads to
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providing the best possible response [40]. This explains the superior

performance of MA-TLQL. We conclude that MA-TLQL is capable

of leveraging a set of good and bad advisors. Further, the training

results in Figure 2(a) show that MA-TLQL is able to learn a better

policy faster than the baselines by using advisors (p < 0.01). The

evaluation results in Figure 2(b) show that amongst all algorithms

trained for the same number of episodes, MA-TLQL provides the

best performance, when deployed without any advisors (p < 0.01).

Both observations point to better sample efficiency in MA-TLQL.

Supplementary experiments in Appendix E show that MA-TLQL

comes to relying more on good advisors than poor advisors, as

compared to the baselines, illustrating its superiority.

(a) Training

(b) Execution

Figure 3: Two-agent Pommerman with four sufficient advi-
sors of similar quality (Experiment 2)

Experiment 2: We use the same domain as in Experiment 1,

but with a different set of advisors. Now, all four advisors can teach

strictly different Pommerman skills. For example, Advisor 1 can

teach how to escape the enemy (and nothing else), and Advisor 2

can teach how to obtain necessary power-ups (and nothing else

— full details are in Appendix K). These advisors provide psuedo-

random action advice in states outside their expertise. This set of

advisors is also a sufficient set. Now, learning agents must decide

what advisor to listen to in the current state. From the training and

execution results in Figure 3(a) and (b), we see that MA-TLQL gives

the best overall performance (p < 0.02), exceeding the average

performance of the four advisors (p < 0.05). Since all four advisors

have similar quality, we only choose to use the average performance

of the four advisors in this experiment for comparison. We conclude

that MA-TLQL is capable of leveraging the combined knowledge of

a set of advisors with different individual expertise, during learning.

Experiment 3:We use the same domain as in Experiment 1 but

with a different set of four advisors. These advisors are similar to

the set of advisors in our first experiment, where Advisor 1 gives

the best advice throughout the domain, and Advisor 4 is random.

(a) Training

(b) Execution

Figure 4: Two-agent Pommerman with four insufficient ad-
visors of different quality (Experiment 3)

However, this set of advisors is not capable of teaching all the

strategies (i.e, Pommerman skills) needed to win in Pommerman,

and compose an insufficient set (more details in Appendix K). It is

critical for agents to learn from the environment in addition to the

advisors. Training and execution results in Figure 4 shows the supe-

rior performance of MA-TLQL, the only algorithm that outperforms

the best advisor (p < 0.05) and all baselines (p < 0.02). Surprisingly,

TLQL performs better than MA-TLAC (p < 0.02), likely due to the

positive bias of Q-learning. This experiment reinforces the obser-

vation that MA-TLQL is capable of learning from good advisors

and avoids bad advisors (also see Appendix E). Since MA-TLQL

outperforms the best advisor, this experiment demonstrates that

MA-TLQL can learn from both, advisors and through direct interac-

tions with the environment, hence having a much improved sample

efficiency as compared to other algorithms that learn only from the

environment. This is observed during both training and execution.

Experiment 4: This is similar to the Experiment 2: four advisors

have similar quality, but each understands a different Pommerman

skill. However, our set of advisors in this experiment are insufficient

to teach all the skills in Pommerman, and the agent must also learn

from the environment. The results in Figure 5 shows that MA-TLQL

is capable of leveraging the combined expertise of the advisors and

learning from the environment to obtain the best performance, as

compared to the baselines (p < 0.04) and advisors (p < 0.05). This

makes MA-TLQL more sample efficient than the prior algorithms.

Experiment 5: We now switch to a four-agent version of Pom-

merman, which is two vs. two. This is a mixed setting as agents need

to learn cooperative as well as competitive skills. Overall, this is a

more complex domain with a larger state space. We consider four

sufficient advisors of different quality, similar to Experiment 1. We

conduct two phases — training (for 50,000 episodes) and execution

(for 1000 episodes). The training and execution results in Figure 6
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(a) Training

(b) Execution

Figure 5: Two-agent Pommerman with four insufficient ad-
visors of similar quality (Experiment 4)

(a) Training

(b) Execution

Figure 6: Team (mixed) Pommerman (Experiment 5)

show that MA-TLQL provides the best performance compared to

the baselines (p < 0.04) but does not perform better than the best

available advisor. Since this is a more complex domain, MA-TLQL

needs a larger training period for learning good policies. However,

MA-TLQL still performs better than the average performance of the

four advisors (p < 0.03). We conclude that although MA-TLQL’s

performance suffers in the more difficult mixed setting, it still out-

performs all the other baselines and is capable of distinguishing

between good and bad advisors (see also Appendix E). From both

training and execution results in Figure 6, we note that MA-TLQL

has a superior sample efficiency as compared to the other baselines.

(a) Training (b) Execution

Figure 7: Cooperative Pursuit setting (Experiment 6)

Experiment 6: This experiment switches to the cooperative

Pursuit domain [7]. There are eight pursuer learning agents that

learn to capture a set of 30 randomly moving targets (evaders) (de-

tails in Appendix K). We use four pre-trained DQN networks as the

advisors, learning for 500, 1000, 1500, and 2000 episodes, respec-

tively. We again have two phases — training and execution. During

training, all algorithms are trained for 2000 episodes. The trained

networks are then used in the execution phase for 100 episodes with

no further training or influence from advisors. Figure 7(a) plots the

episodic rewards obtained during training and the Figure 7(b) plots

the number of targets captured in the execution phase, where MA-

TLQL shows the best performance (p < 0.03). Hence, MA-TLQL

can outperform all baselines in a cooperative environment as well.

(a) Training (b) Execution

Figure 8: Mixed Predator-Prey setting (Experiment 7)

Experiment 7: This final experiment considers a mixed cooper-

ative competitive Predator-Prey environment which is a part of the

Multi Particle Environment (MPE) suite [20]. Our implementation

uses a discrete action space and a continuous state space (more

details in Appendix K). There are a total of eight predators trying

to capture eight prey (prey are not removed, but respawned upon

capture). In our experiment, each algorithm trains the predators

while the prey is trained using a standard DQN opponent. The

experiments have two phases of training and execution, which is

modelled as a CTDE setting. Here each agent obtains information

about the actions and rewards of all other agents during training,

but only has local observation during execution. Since this envi-

ronment requires decentralization during execution, we omit the

fully centralized MA-TLQL and ADMIRAL-DM.We also omit DQfD
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(a) Training (b) Execution

Figure 9: Ablation results using Experiment 1

since it gave poor performances previously. As in Experiment 6, we

use four pretrained DQN (predator) networks as advisors (trained

for 1000, 2000, 7000, and 12000 episodes). Training is conducted

for 12000 episodes and execution is conducted for 100 episodes.

The training results in Figure 8(a) (plot of episodic rewards) show

that MA-TLAC is the most sample efficient compared to other al-

gorithms as it is able to leverage the available advisors better than

others, thus outperforming them (p < 0.04). The execution results

in Figure 8(b) plots the average prey captured by each algorithm.

MA-TLAC outperforms others during execution as well (p < 0.03).

From all the p-values across the seven experiments, we note

that most of our observations are statistically significant. Despite

observing MA-TLQL outperforming the best advisor in many of

the experiments, some of these comparisons are not statistically

significant (i.e., p ≥ 0.05). While the main experiments of the paper

consider fixed advisors, our algorithms can also be implemented

with learning/changing advisors (see Appendix G). In Appendix I

we study performances under different numbers of advisors. Also,

our algorithms can be used along with opponent modelling tech-

niques as done by prior works [8] (more details in Appendix H).

7 ABLATION STUDY
In this section, we run an ablation study on the three components

of MA-TLQL that differ from the previously introduced TLQL al-

gorithm by Li et al. [17]. To recall these three components are: i)

joint action (JA) updates, ii) ensemble method (EM), and iii) advisor

evaluation (AE). For this ablation study we will consider the two-

agent version of Pommerman with four sufficient advisors having

different (Experiment 1) and similar quality (Experiment 2).

The ablation results corresponding to Experiment 1 are given

in Figure 9, where we plot the performances of TLQL and MA-

TLQL in addition to TLQL with each of the three components. In

Figure 9(a) and (b), the performance of TLQL with each of the

three components is better than vanilla TLQL. TLQL using the

ensemble method (i.e., TLQL+EM) is able to perform better than

vanilla TLQL, since at the beginning of training the Q-values of
the advisors are not accurate, and the ensemble technique chooses

the advisor action that is agreed upon by most advisors in the

given set (in line with our discussions in Section 4). Recall that

the set of four different advisors had four advisors of decreasing

quality, with the first three advisors capable of teaching some useful

Pommerman skills and the last advisor being just random (see

Appendix K). Using the ensemble prevents the use of the random

(a) Training (b) Execution

Figure 10: Ablation results using Experiment 2

advisor, as the first three advisors are more likely to agree upon an

action, increasing the possibility of the agent choosing that action.

Further, we see that TLQL highly benefits from using the joint

action update (i.e., TLQL+JA) instead of an independent update

seen in vanilla TLQL. The joint action update explicitly considers

the strategies of other agent(s) and helps in providing stronger best

responses as compared to an independent update in the multi-agent

environments. Finally, TLQL using advisor evaluation in the high-

Q table (i.e., TLQL+AE) provides the best benefit compared to the

other components. As discussed in Section 3 and Section 4, the high-

Q definition in vanilla TLQL is limiting since the advisor evaluation

through the high-Q is coupled with the inaccurate RL policy (and

AE addresses this limitation). Further, from Figure 9, we see that

MA-TLQL (integrating all the three components) shows the best

performance as compared to vanilla TLQL and individual TLQL

implementations with each of the three components (p < 0.05). Thus,
MA-TLQL is able to seamlessly integrate the advantages of each of

the individual components of TLQL, demonstrating its superiority.

We also consider a similar ablation study using Experiment 2 (see

Figure 10). As in Figure 9, we see that TLQL with each of the three

components performs better than vanilla TLQL. Since we have four

advisors of similar quality where each advisor is good at a different

Pommerman skill, their agreement on an action is expected to be

small. Hence, the ensemble technique (i.e., TLQL+EM) provides

only a small improvement over vanilla TLQL. However, the other

two components (i.e., TLQL+JA and TLQL+AE) provides a good

performance benefit over TLQL. Finally, MA-TLQL, that integrates

all the three components, provides the best performance (p < 0.03).

8 CONCLUSION
This paper provided a principled approach for learning from mul-

tiple independent advisors in MARL. Inspired by Li et al. [17], we

present a two-level architecture for multi-agent environments. We

discuss two limitations in TLQL and address these limitations in our

approach. Also, we provide a fixed point guarantee and sample com-

plexity bounds regarding the learning of MA-TLQL. Additionally,

we provided an actor-critic implementation that can work in the

CTDE paradigm. Further, we performed an extensive experimental

analysis of MA-TLQL and MA-TLAC in cooperative, competitive,

and mixed settings, where we show that these algorithms are capa-

ble of suitably leveraging a set of advisors, and perform better than

baselines. As future work, we would like to consider human advi-

sors and further explore some avenues in the real-world context.
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