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ABSTRACT
Offline reinforcement learning holds the promise of obtaining pow-

erful agents from large datasets. To achieve this, a good algorithm

should always benefit from (or at least does not degenerate by)

addingmore samples, even if the samples are not collected by expert

policies. However, we observe that many popular offline RL algo-

rithms do not possess such a property and sometimes suffers from

adding heterogeneous or poor samples to the dataset. Empirically

we show that, given a stage in the learning process, not all samples

are useful for these algorithms. Specifically, the agent can learn

more efficiently with only the samples collected by a policy similar

to the current policy. This indicates that different samples may con-

tribute to different stages of the training process, and therefore we

propose Curriculum Offline Reinforcement Learning (CUORL) to

equip the previous methods with the such a favorable property. In

CUORL, we select the samples that are likely to be generated by the

current policy to train the agent. Empirically, we show that CUORL

can prevent the negative impact of adding the samples from poor

policies and always improves the performance with more samples

(even from random policies). Moreover, CUORL also achieves state-

of-the-art performance on standard D4RL datasets, which indicates

the potential of curriculum learning for offline RL.
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1 INTRODUCTION
Despite the great success and popularity gained by reinforcement

learning (RL) [49], there exists a wide range of real-world applica-

tions that can hardly be solved using RL due to the high cost or

the risk of online interactions, such as robotics [20], autonomous
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driving [18], and quantitative trading [12]. To address this prob-

lem, researchers study the offline RL paradigm that can learn good

policies from datasets consisting of previously collected transitions.

This paradigm has achieved many successes in both algorithmic

designs [9, 10, 23, 24] and real applications [18, 26, 47] and holds the

promise for making it possible to turn large datasets into powerful

decision making agents [25].

Intuitively, adding more samples to the dataset should improve

the performance of the learned policy. However, we observe that

adding more samples does not always lead to performance improve-

ment and sometimes even degenerates the performance in many

popular offline RL algorithms, especially when the new samples

are collected from a different or poor policy. This phenomenon

can be concluded by comparing the performance of popular algo-

rithms on two standard benchmark datasets from D4RL [7]: the

expert dataset (with 1 million samples) and the medium-expert

dataset (with 1 million samples the expert dataset and 1 million

samples from the medium dataset). For a wide range of offline RL

algorithms (especially policy-constraint-based algorithms), policies

trained on the medium-expert dataset under-perform those trained

on the expert dataset (see the experiment results in [9]). To show

this, we take two representative offline RL algorithms, CQL and

TD3+BC, as the example and show how the performance of the

learned policy changes when the dataset is augmented with more

samples in Figure 1. We observe a clear trend that, with more ran-

dom/medium samples, the performance of the resultant policies

degenerate monotonically.

In principle, more data reveals more information about the dy-

namics of the environment and should improve the performance.

We argue that the gap between the experiment results (i.e., adding

more data degenerates the performance) and this intuition is due

to the fact that the samples do not contribute equally in different

stages during the training. Specifically, we design experiments to

show that the agent can learn more efficiently using samples that

are collected by policies similar to the current target policy. Ac-

cordingly, a natural idea is to train the target policy using different

data in different stages of the learning phase, which follows the cur-

riculum learning paradigm and results in a novel algorithm called

CUrriculum Offline Reinforcement Learning (CUORL). In this way,

we can utilize a wider variety of samples as well as prevent the

negative impact of poor samples. Specifically, in each iteration, we

select the samples that are more likely to be collected by the current

policy and train the policy based on the selected samples. In this

way, new samples form poor behavior policies may be selected and
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Figure 1: The performance of the policies trained by pop-
ular offline RL algorithms when the expert dataset is
augmented with new samples collected by random poli-
cies. The expert and random samples come from the
walker2d-expert/random-v2 datasets from D4RL [7].

utilized in some early stages of the training process and therefore

contribute to the performance and efficiency improvement. More-

over, when the target policy is well-trained and the samples from

poor behavior policies cannot provide more useful information,

these samples are not likely to be selected which thus avoids the

negative impact of the of these poor data.

In our experiments, we show that CUORL outperforms the previ-

ous offline RL algorithms on not only the tasks with mixed datasets

but also the tasks with samples from a single policy. Moreover,

the performance of CUORL is non-decreasing when new samples

are added to the dataset regardless of the quality of the behavior

policies from which the samples are collected. We also provide a de-

tailed analysis to show which samples are selected during different

stages of training in CUORL. The analysis indicates that CUORL

essentially follows curriculum learning by first learning from poor

samples and then expert samples.

Our contributions are summarized as follows:

• We focus on an understudied but important problem towards

RL from large datasets: The performance of existing offline

RL algorithms does not improve and sometimes degener-

ates when heterogeneous or poor samples are added to the

dataset.

• Based on the observation that different samples can con-

tribute the different stages of policy learning, we propose a

novel algorithm CUORL based on curriculum learning.

• Empirically, we find that CUORL can leverage samples from

different behavior policies effectively. Moreover, although

CUORL is designed for mixed datasets, it outperforms state-

of-the-art offline RL algorithm on not only mixed datasets

but also standard datasets from D4RL.

2 RELATEDWORK
In this section, we provide a brief survey on previous offline RL

methods and curriculum learning methods.

OfflineRL.Many previous offline RLmethods focus on the prob-

lem induced by distribution shift (i.e., the state distribution induced

by the learned policy is different from that of the dataset) [see e.g.,

24]. Previous solutions can be broadly divided into three categories:

1) the methods that regularize or constrain the learned policy to

stay close to the behavior policy either directly [10, 21, 52] or im-

plicitly [3, 9, 22, 23, 33, 38, 51], 2) the methods that regularize the

learned value function by penalize the values on out-of-distribution

state-action pairs according to different criteria such as the out-of-

distribution detection metric [16, 28], the uncertainty quantification

metric [4, 15, 53], and other metrics [2, 24, 55], and 3) the methods

that estimate the policy gradient of the target policy based on off-

policy samples using different importance sampling (IS) techniques

such as weighted IS [40], the doubly-robust estimator [14], and

marginalized IS [31, 32, 56].

While the first category (e.g., BCQ [10], BEAR [23], ABM [45],

CQL [24], and TD3+BC [9]) achieves good performance and gains

its popularity in the offline RL community, we find that its per-

formance sometimes degenerates when more data is added. We

consider this as a different problem from distribution shift due to

the following two reasons: 1) Existing methods with the aim to

address the distribution shift problem still suffer from this empiri-

cally. 2) Augmenting the dataset can enlarge (or at least does not

decrease) the coverage of its state distribution and should alleviate

the distribution shift problem, but algorithms can perform worse

when adding poor samples.

Curriculum Learning in RL. Curriculum learning (CL) helps

RL algorithms to optimize the order of the sub-tasks or the samples

learned by the agent with the aim to improve the performance or

the training speed on hard tasks [34]. Previously, CL is successful

in helping the agent to deal with complex tasks for real-world

applications [5, 54] or transfer knowledge between tasks [19, 37].

One category of the work focus on how to generate curriculum

sub-tasks to benefit training process [35, 46] or how to optimize

the order of the provided sub-task sequences [36, 50]. Among the

topics studied in curriculum learning, the most relevant to ours is

the category called sample sequencing that orders the samples from

the replay buffer and results in an implicit curriculum. For example,

PER [43] improves the uniform sampling method in DQN [30] by

increasing the weights of the samples with large TD errors. DCRL

[42] adaptively selects transitions with appropriate difficulty and

penalizes frequently replayed samples. Kim and Choi [17] propose

the ScreenerNet to learn sample weights jointly with the main task

which saves memory compared with PER. However, most of these

works focus on the online setting. Although there is a trend to

extending CL to offline RL recently, these methods either directly

apply the sample sequencing methods from online RL [8], or rely

on strong assumptions of the offline dataset [27]. In this paper, we

leverage CL to order the offline samples for the learning process to

help the agent to maintain or improve the performance when more

samples from poor behavior policies are added.

Compared with training the policy directly for the target task, a

properly designed subtask sequence can lead to better performance
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and higher efficiency [34]. For the online RL setting, the subtasks

can be designed as learning to fit different teacher networks [29, 39],

self-play with different opponents [48], achieving different goals [6,

41], or learning different skills [13]. For the offline RL setting, we

find that a natural way to design the subtasks is to select samples

based on which the policy is trained. We leverage this method to

solve the problem that the performance degenerates when new

samples from poor behavior policies are added. Compared with

training the agent with the full dataset or naively filtering out poor

samples, our method achieves better performance since we make

full use of all the samples, e.g., poor samples that are collected by

random policies are utilized at the beginning of the training to

improve the learning efficiency and result in a better checkpoint

for the later phases.

3 PRELIMINARY
Offline reinforcement learning.We consider a discounted infinite-

horizon Markov decision process (MDP) M = (S,A, 𝑃, 𝑟, 𝜌,𝛾),
where S and A are the state space and action space respectively,

𝑃 : S×A → ΔS is the state transition distribution, 𝑟 : S×A → R
is the reward function, 𝜌 ∈ ΔS is the initial state distribution, and

𝛾 ∈ [0, 1] is the discounted factor [49]. The objective of online RL

is to learn a policy 𝜋 that maximizes the expected return 𝐽 (𝜋) =
E𝑠0∼𝜌,𝑎0∼𝜋 ( · |𝑠0 ) [𝑅𝜋0 ] where the cumulative discounted reward is

defined as 𝑅𝜋𝑡 =
∑∞
𝑖=𝑡 𝛾

𝑖−𝑡 (𝑠𝑡 , 𝑎𝑡 ) with 𝑠𝑡+1, 𝑎𝑡+1, 𝑠𝑡+2, 𝑎𝑡+2, · · · col-
lected by rolling out the policy 𝜋 starting from (𝑠𝑡 , 𝑎𝑡 ). The Q

function is defined as 𝑄𝜋 (𝑠, 𝑎) = E[𝑅𝜋
0
|𝑠0 = 𝑠, 𝑎0 = 𝑎] and the ex-

pectation is taken over all possible trajectories starting from (𝑠, 𝑎)
and following the policy 𝜋 afterwards. The Q function is the fixed

point of the Bellman policy operator

T𝜋𝑄 (𝑠, 𝑎) := 𝑟 (𝑠, 𝑎) + 𝛾E𝑠′∼𝑃 ( · |𝑠,𝑎),𝑎′∼𝜋 ( · |𝑠′ ) [𝑄 (𝑠′, 𝑎′)] . (1)

The Q function of the optimal policy 𝜋∗ is represented as𝑄∗ := 𝑄𝜋
∗

which is the fixed point of the Bellman optimality operator

T ∗𝑄 (𝑠, 𝑎) := 𝑟 (𝑠, 𝑎) + 𝛾E𝑠′∼𝑃 ( · |𝑠,𝑎)
[
max

𝑎′
𝑄 (𝑠′, 𝑎′)

]
. (2)

For offline RL, the goal is to learn a good policy based on an

offline dataset D = {(𝑠𝑖 , 𝑎𝑖 , 𝑟𝑖 , 𝑠′𝑖 )}
𝑁
𝑡=1

collected by some behavior

policies without interaction with the environment.

Curriculum learning. In curriculum learning for reinforce-

ment learning, subtasks {𝑇1,𝑇2, · · · ,𝑇𝑁 } are designed to train the

policy starting from the initial policy 𝜋0 with each of the tasks

sequentially. The objective is to obtain a policy that can achieve

good performance on the target task 𝑇target. We can denote the

learned policy under the subtask 𝑇𝑘 as 𝜋𝑘 .

4 OBSERVATIONS AND ANALYSIS
In this paper, we focus on the problem that adding new samples from

poor behavior policies can harm the performance of the learned

policy in offline RL. We take TD3+BC [9] and CQL [24] as two rep-

resentatives of policy-constraint-based and value-constraint-based

offline RL algorithms respectively. As we observed in Figure 1, both

methods suffer from the problem. In this section, we first conduct

experiments to discover how different samples affects the learn-

ing process in offline RL in these two algorithms. The observation

motivates us to adopt curriculum learning in offline RL. To further

justify the use of curriculum learning, we conduct experiments

to illustrate how curriculum learning can be used to address the

problem and analyze the criteria of the subtask design theoretically.

4.1 Empirical Observations
In this part, we conduct experiments to show how different samples

can impact the learning process. The results indicate that offline

RL agents learn more efficiently with the samples collected by

neighboring policies.

To study how different training samples can affect the learning

process in different stages of the offline RL training, we log the

policies (as well as other networks) from different checkpoints

during the training of an offline RL algorithm and start offline RL

training with different datasets with these policies serving as the

initialization. Specifically, we log three policies from different stages

of an offline RL algorithm which are denoted as 𝜋
1/3, 𝜋1/2 and 𝜋2/3

respectively. We collect four datasets, 𝐷
1/3, 𝐷1/2, 𝐷2/3, and 𝐷′

1/2,
which are obtained by rolling out logged policies. The first three

are collected by 𝜋
1/3, 𝜋1/2 and 𝜋2/3 respectively, and the last one is

collected by another policy that achieves the same performance but

different from 𝜋
1/2, which has the largest distances between other

three behavior policies to exclude the influence of the performance

of the behavior policies.

We train the agent using offline RL algorithms (e.g., TD3+BC

and CQL) based on these different offline datasets starting from the

initial policy 𝜋
1/2. We present the results of TD3+BC in Figure 2

and we actually find similar trend of CQL in our experiments. Not

surprisingly, the final performance of the TD3+BC agent depends

on the quality of the offline dataset. However, we observe that the

policy improves more rapidly when using the samples collected

by similar or neighboring policies. For example, since the agent is

trained starting from 𝜋
1/2, learning with 𝐷1/2 is more efficient than

learning with 𝐷
2/3 that contains transitions that can achieve higher

scores. This indicates that learning from high-quality datasets is

not always the best choice. Still, learning from 𝐷′
1/2 is much slower

than learning from 𝐷
1/3 since 𝐷1/3 is closer to the target policy

𝜋
1/2. Moreover, we can also compare the training of 𝜋

1/2 with 𝐷1/2
and 𝐷′

1/2. Although the behavior polices behind these two datasets

share similar performance, the agent learns faster on 𝐷
1/2 since

the behavior policy behind 𝐷′
1/2 is more distant to 𝜋

1/2 than that

of 𝐷
1/2 These observations indicate that learning from the samples

collected by similar or neighboring policies can make the learning

process more efficient.

4.2 How Can Curriculum Learning Help?
Previous observations naturally motivate us to select samples in dif-

ferent training stages such that the agent can learn most efficiently.

In this way, we can join the most efficient training processes in

different stages. This may be helpful especially when the offline

RL agent is trained with the samples collected from a mixture of

behavior policies. Accordingly, we design a curriculum-learning-

based algorithm (which will be introduced in Section 5) that selects

the samples that are likely to be collected by the current policy.

Here, we show what samples are selected by this algorithm in dif-

ferent stages in advance to illustrate why it is helpful to address the
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Figure 2: Empirical observations. We choose 3 checkpoints
at different stages during the training process of the online
SAC agent and collect datasets using these policies. We train
the offline RL agent using the policy 𝜋

1/2 as the initialization
with these datasets and plot the learning curves during train-
ing. We also use the dataset collected by another policy 𝜋∗

1/2
that has a similar performance as 𝜋

1/2 and has the largest dis-
tances between other policies to exclude the interference of
the the performance. We observe that the agent learns more
sample-efficiently at earlier training steps (see the orange
curve) with samples from neighboring policies.

problem. The experiment is conducted on the halfcheetah-medium-

expert-v2 dataset that contains samples from medium and expert

behavior policies. We show the performance and the proportion of

selected medium samples during the training in Figure 3. We first

observe that using curriculum learning to select samples can help

improve the performance at convergence as expected compared

with sampling from the dataset uniformly as in standard offline RL

methods. Moreover, we find that the proportion of selected medium

samples decreases during the training process, which indicates the

reason why our method works: The samples from poor behavior

policies are utilized to boost the learning in early stages which

leads to a good starting point of the later stages. In late stages,

these samples are filtered out for the agent to focus more on how

to match the performance of expert demonstrators.

4.3 Theoretical Analysis
In addition to the previous empirical observations that motivate us

to select the samples from neighboring behavior policies for offline

RL, we provide theoretical justification for this in this subsection.

Specifically, we analyze how the similarity between the behavior

policy and the current policy affects the learning efficiency during

the offline RL learning process.

Consider updating the current policy 𝜋 to a new policy 𝜋̃ based

on the samples collected by the behavior policy 𝜋𝑏 . We can derive

the following performance difference lemma for the offline RL

setting:

Figure 3: Illustration on how curriculum can help offline RL.
We show the performance curve during the training on the
medium-expert dataset of HalfCheetah with the numbers
indicating the ratio of the samples selected from themedium
dataset during curriculum learning. The ratio decreases as
the learned policy achieves a better performance.

Lemma 1. For any policies 𝜋 , 𝜋̃ and 𝜋𝑏 , we have

𝜂 (𝜋̃) ≥ 𝜂 (𝜋) + E𝑠∼𝑑𝜋𝑏 ,𝑎∼𝜋̃ ( · |𝑠 ) [𝐴𝜋 (𝑠, 𝑎)]

− 2𝛾

1 − 𝛾 𝜖𝜋𝐷
𝜋𝑏
𝑇𝑉
(𝜋𝑏 , 𝜋̃) (3)

Note that Lemma 1 extends the standard performance difference

lemma in [1] by introducing a behavior policy 𝜋𝑏 which leads to

an additional term
2𝛾
1−𝛾 𝜖𝜋𝐷

𝜋𝑏
𝑇𝑉
(𝜋𝑏 , 𝜋̃) for offline RL setting.

We define𝑀
𝜋𝑏
𝑖
(𝜋) for any policy 𝜋 as in Eq.(4).

𝑀
𝜋𝑏
𝑖
(𝜋) = 𝜂 (𝜋𝑖 ) + E𝑠∼𝑑𝜋𝑏 ,𝑎∼𝜋 ( · |𝑠 ) [𝐴𝜋𝑖 (𝑠, 𝑎)]

− 2𝛾

1 − 𝛾 𝜖𝜋𝐷
𝜋𝑏
𝑇𝑉
(𝜋𝑏 , 𝜋) (4)

By taking 𝜋 and 𝜋̃ as 𝜋𝑖 and 𝜋𝑖+1 respectively in the inequality (3)

and taking 𝜋 as 𝜋𝑖+1 in Eq.(4), we observe𝑀𝑖 (𝜋𝑖+1) is equal to the

right hand side of inequality (3). Therefore, according to Lemma 1,

we have:

𝜂 (𝜋𝑖+1) ≥ 𝑀
𝜋𝑏
𝑖
(𝜋𝑖+1) . (5)

On the other hand, by taking 𝜋 as 𝜋𝑖 in Eq.(4), we obtain

𝑀
𝜋𝑏
𝑖
(𝜋𝑖 ) = 𝜂 (𝜋𝑖 ) + E𝑠∼𝑑𝜋𝑏 ,𝑎∼𝜋𝑖 ( · |𝑠 ) [𝐴𝜋𝑖 (𝑠, 𝑎)]

− 2𝛾

1 − 𝛾 𝜖𝜋𝐷
𝜋𝑏
𝑇𝑉
(𝜋𝑏 , 𝜋𝑖 )

= 𝜂 (𝜋𝑖 ) −
2𝛾

1 − 𝛾 𝜖𝜋𝐷
𝜋𝑏
𝑇𝑉
(𝜋𝑏 , 𝜋𝑖 ) (6)

by noticing that

E𝑠∼𝑑𝜋𝑏 ,𝑎∼𝜋𝑖 ( · |𝑠 ) [𝐴𝜋𝑖 (𝑠, 𝑎)] = 0.

We then reorganize Eq.(6) as

𝜂 (𝜋𝑖 ) = 𝑀
𝜋𝑏
𝑖
(𝜋𝑖 ) +

2𝛾

1 − 𝛾 𝜖𝜋𝐷
𝜋𝑏
𝑇𝑉
(𝜋𝑏 , 𝜋𝑖 ) . (7)
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Algorithm 1 CUORLv1: Curriculum Offline RL

1: Inputs: One update of the actor and critic networks in the base

offline RL algorithm A; offline dataset D
2: Parameters: 𝛽 , 𝜁 , ℎ,𝑀 , 𝑇 .

3: Initialize the critic network 𝑄𝜃 and the actor network 𝜋𝜙
4: Initialize the target networks 𝑄𝜃 ′ and 𝜋𝜙 ′

5: Repeat the trajectories in D for 𝜁 times

6: Initialize buffer B = ∅
7: while D ≠ ∅ do
8: ⊲ Compute the score of each trajectory in D
9: for each trajectory 𝜏𝑖 = {(𝑠𝑖𝑗 , 𝑎

𝑖
𝑗
)}ℎ
𝑗=1
∈ 𝐵 do

10: 𝑠𝑖 𝑗 := ∥𝜋𝜙 ′ (𝑠𝑖𝑗 ) − 𝑎
𝑖
𝑗
∥ for all 𝑗 ∈ [ℎ]

11: The score of 𝑠 (𝜏𝑖 ) is the 𝛽-quantile of {𝑠𝑖 𝑗 }ℎ𝑗=1
12: ⊲ Select trajectories to train the current policy
13: B ← min(𝑀, |D|) trajectories with smallest scores in D
14: Remove the selected trajectories from D
15: ⊲ Offline RL training
16: for 𝑡 = 1 to 𝑇 do
17: 𝜃, 𝜃 ′, 𝜙, 𝜙 ′ ← A(B;𝜃, 𝜃 ′, 𝜙, 𝜙 ′)

Finally, by combining Eq.(5) and Eq.(7), we obtain

𝜂 (𝜋𝑖+1)−𝜂 (𝜋𝑖 ) ≥ 𝑀
𝜋𝑏
𝑖
(𝜋𝑖+1)−𝑀𝜋𝑏

𝑖
(𝜋𝑖 )−

2𝛾

1 − 𝛾 𝜖𝜋𝐷
𝜋𝑏
𝑇𝑉
(𝜋𝑏 , 𝜋𝑖 ) (8)

Since offline RL methods learn from finite samples collected by

𝜋𝑏 , we provide a finite-sample version of Eq.(8).

Theorem 1. Let 𝜋𝑖 be the initialization policy at stage 𝑖 during
curriculum learning, there exists constants 𝑉 and 𝐶 , with high proba-
bility ≥ 1 − 𝛿 , the following inequality holds:

𝜂 (𝜋𝑖+1) − 𝜂 (𝜋𝑖 ) ≥𝑀̂𝜋𝑏
𝑖
(𝜋𝑖+1) − 𝑀̂𝜋𝑏

𝑖
(𝜋𝑖 )

−𝐶 ·
√︃
𝐷
𝜋𝑏
𝐾𝐿
(𝜋𝑖 , 𝜋𝑏 ) −

√︃
(𝑉 − log𝛿)/|𝐷𝜋𝑏 | (9)

where 𝑀̂𝜋𝑏
𝑖
(𝜋) = 𝜂 (𝜋) + E𝑠∼𝐷𝜋𝑏

,𝑎∼𝜋 [𝐴𝜋𝑖 (𝑠, 𝑎)] −𝐶
√︃
𝐷
𝜋𝑏
𝐾𝐿
(𝑝𝑖𝑏 , 𝜋),

𝐷𝜋𝑏 are the finite state samples following the stationary state dis-
tribution induced by 𝜋𝑏 , and |𝐷𝜋𝑏 | are the number of samples in
𝐷𝜋𝑏 .

In order to obtain monotonic performance improvement from

the initialization policy 𝜋𝑖 , i.e., 𝜂 (𝜋𝑖+1) − 𝜂 (𝜋𝑖 ) ≥ 0, we should

maximize the RHS of (9). Note that given fixed dataset, offline

RL methods could optimize 𝑀̂
𝜋𝑏
𝑖

with additional constraints to

remain the learned policy stay closed to the behavior policy to

mitigate overestimation. Therefore, before using offline RL methods

to maximize 𝑀̂
𝜋𝑏
𝑖

, we should also choose samples from neighboring

policies of 𝜋𝑖 to obtain the monotonic performance improvement.

5 METHOD
Based on the empirical observation and theoretical justification

for using CL in offline RL, we propose the algorithm, CUrriculum

Offline Reinforcement Learning (CUORL), in this section. CUORL

can be easily plugged into a wide range of model-free offline RL

algorithms that iteratively update the actor and the critic networks.

In our later experiments, we combine CUORL with two popular

offline RL algorithms TD3+BC [9] and CQL [24].

Algorithm 2 CUORLv2: Curriculum Offline RL

1: Inputs: One update of the actor and critic networks in the base

offline RL algorithm A that receives weights for the samples;

offline dataset D
2: Parameters: ℎ,𝑀 .

3: Initialize the critic network 𝑄𝜃 and the actor network 𝜋𝜙
4: Initialize the target networks 𝑄𝜃 ′ and 𝜋𝜙 ′

5: while not converged do
6: B ← a mini-batch of ℎ𝑀 transitions in D
7: Compute weights𝑤𝑖 = 𝑓 (∥𝜋𝜙 ′ (𝑠𝑖 ) − 𝑎∥),∀𝑖 ∈ [ℎ𝑀]
8: ⊲ Offline RL training
9: 𝜃, 𝜃 ′, 𝜙, 𝜙 ′ ← A(B,w;𝜃, 𝜃 ′, 𝜙, 𝜙 ′)

In this section, we will introduce two versions of CUORL. The

first version (presented in Algorithm 1) adopts a sample selec-

tion procedure that is guaranteed to select the samples collected

by neighboring policies. The second version (presented in Algo-

rithm 2) calculates the weights for each sample instead of selecting

them which results in a much smaller computational overhead but

achieves similar performance.

5.1 CUORL with Sample Selection
We present the procedure in Algorithm 1. In each iteration, we up-

date the networks with the𝑀 trajectories selected from D that are

most likely to be collected from neighboring policies of the current

policy. To avoid overfitting to part of the trajectories, each trajectory

can only be selected for 𝜁 times. This is achieved by the procedure

shown in Line 5 and Line 13-14, which can be implemented in a

memory-efficient way in practice.

The core of CUORL is the sample selection procedure that calcu-

lates the score for each trajectory (cf. Line 8-11) and then selects the

trajectories with the smallest scores. The score for each trajectory

is calculated based on the probability that the action is selected

by the current policy 𝜋𝜙 ′ (𝑎𝑖𝑗 |𝑠
𝑖
𝑗
) for each transition 𝑗 in the 𝑖-th

trajectory. Since we consider the continuous control problem in

this paper, we use the ℓ2 distance between the action generated by

the target policy and the action in the dataset to replace this (cf.

Line 10).

This sample selection procedure has a close connection to the

objective derived from our theoretical analysis. Guided by the previ-

ous theoretical analysis, we need to select the samples according to

the following criteria to ensure the one-step policy improvement:

𝐷
𝜋𝑏
TV
(𝜋𝑏 , 𝜋𝑘 ) := E𝑠∼𝑑𝜋𝑏 [𝐷𝐾𝐿 (𝜋𝑏 (·|𝑠) | |𝜋𝑘 (·|𝑠))] ≤ 𝜖. (10)

Following similar analysis to [27], under the assumption that each

trajectories are collected by a deterministic behavior policy 𝜋𝑏 with

an exploration ratio 𝛽 , the sample selection procedure can be proved

to satisfy the constraint defined in (10).

5.2 CUORL with Weighted Update
Although the previous version has a close connection to the sample

selection criteria defined in (10), it suffers from a large computa-

tional cost due to iterating over all the samples in the dataset to

calculate the similarity score w.r.t. the current policy. To reduce the

computational and memory costs of Algorithm 1, we propose an
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2nd-1/2 Full Full+Filter CUORL

HalfCheetah: TD3+BC 71.2±5.8 54.1±2.7 65.5±2.3 101.2±3.1
HalfCheetah: CQL 88.1±4.7 69.1±6.0 79.7±3.6 92.6±5.4
Hopper: TD3+BC 59.4±1.2 23.8±7.5 44.2±2.7 98.5±0.7
Hopper: CQL 83.0±13.4 67.7±11.6 76.8±9.4 95.7±8.4
Walker2d: TD3+BC 67.4±4.5 19.1±2.7 56.1±1.4 96.2±2.9
Walker2d: CQL 75.8±1.9 37.2±1.3 73.9±2.8 94.5±2.2
Total 444.9 271.0 396.2 587.7
Relative -39.1% -12.3% +32.1%

Table 1: Comparison of different offline RL algorithms on highly mixed datasets collected by saved policies during the learning
process of an online SAC agent. We present the mean and the standard deviation over 5 seeds. We highlight the largest scores.
2nd-1/2 and Full represent the performance of TD3+BC and CQL using the datasets collected by the second half of policies
and all the policies respectively. We observe the performance degeneration from 2nd-1/2 to Full while CUORL (ours) achieves
better performance than 2nd-1/2 using the full datasets. Full+Filter represents a naive method to filter trajectories with lower
returns from the full datasets.

CQL CL-CQL TD3+BC CL-TD3+BC

HalfCheetah-rand 11.2±3.1 19.8±1.4 9.1±1.2 18.7±1.3
Hopper-rand 8.7±0.7 12.0±0.2 7.5±1.5 14.1±0.7
Walker2d-rand 2.5±1.1 4.3±1.2 1.4±1.0 5.6±0.8
HalfCheetah-med 44.6±1.8 50.5±1.2 41.3±2.1 49.2±2.1
Hopper-med 62.9±9.0 72.4±6.2 55.0±6.2 70.8±3.6
Walker2d-med 81.5±9.8 94.6±5.0 84.2±3.1 91.5±8.5
HalfCheetah-med-rep 24.7±1.7 49.3±1.6 43.6±1.8 48.6±1.1
Hopper-med-rep 88.1±1.1 98.3±2.1 61.1±1.7 91.5±1.8
Walker2d-med-rep 72.1±9.2 82.5±3.8 79.8±2.6 88.5±1.8
HalfCheetah-med-exp 72.4±5.1 112.4±10.3 90.1±11.3 108.9±6.1
Hopper-med-exp 102.0±4.2 110.5±2.6 97.4±7.1 117.9±4.9
Walker2d-med-exp 90.6±16.8 109.6±8.2 96.7±8.4 116.5±5.7
HalfCheetah-expert 86.5±13.6 106.8±4.5 104.1±6.1 108.2±4.4
Hopper-expert 101.4±13.5 106.4±1.3 102.4±0.5 109.1±1.0
Walker2d-expert 99.1±7.8 103.7±5.3 103.7±4.3 112.8±4.3
Total 948.3 1133.1 977.4 1151.9
Relative +19.5% +17.9%

Table 2: Comparison of the baseline algorithms and the CL-enhanced algorithms on standar D4RL datasets. We present the
mean and the standard deviation over 5 seeds. We highlight the scores where CL enhanced algorithms outperforms the base
offline RL algorithms.

efficient version with weighted updates and present it in Algorithm

2. In this version, we compute the distances between the actions

generated by the target policy and the actions from the dataset and

assign weights for the training samples in the mini-batch according

to these distances. We assign higher weights for samples that are

more likely collected by a neighboring policy of the learned policy.

During the training process of the standard offline RL algorithm,

the samples with higher weights have larger impact to the network

update.

6 EXPERIMENTS
In the experiment, we evaluate the proposed algorithm CUORL

from the following perspectives:

• Weevaluate CUORL and baseline algorithms onmixed datasets

that contain samples collected by a set of diverse policies of

different performance level.

• We evaluate CUORL and baseline algorithms on the stan-

dard D4RL datasets, some of which are collected by single

behavior policies.
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TD3+BC w/o rand TD3+BC w/ rand CUORL w/ rand CUORL w/o rand

HalfCheetah-med-rep 43.6±1.8 37.8±2.8 53.5±2.4 48.6±1.1
HalfCheetah-med-exp 90.1±11.3 60.6±5.1 108.7±3.0 108.9±6.1
HalfCheetah-exp 104.1±6.1 44.8±4.7 113.5±2.5 108.2±4.4
Hopper-med-rep 61.1±1.7 54.4±2.6 96.1±0.9 91.5±1.8
Hopper-med-exp 97.4±7.1 44.8±2.6 119.3±1.6 117.9±4.9
Hopper-exp 102.4±0.5 66.3±2.9 113.7±0.8 109.1±1.0
Walker-med-rep 79.8±2.6 57.4±3.8 94.3±2.2 88.5±1.8
Walker-med-exp 96.7±8.4 37.7±1.4 119.1±1.9 116.5±5.7
Walker-exp 103.7±4.3 24.9±5.9 116.4±3.6 112.8±4.3
Total 778.9 428.7 934.6 902.0
Relative -45.0%

Table 3: Comparison of TD3+BC and CL-enhanced TD3+BC using standard D4RL datasets. With mixed random dataset, the
performance of TD3+BC degeraded by 45% while the CL-enhanced performs better.

6.1 Learning from Mixed Datasets
To evaluate the proposed algorithm on highly mixed dataset that

contains samples from behavior policies with diverse performance

levels, we first train online agents using SAC [11] on three Mujoco

tasks (Halfcheetah, Hopper and Walker) to obtain such datasets.

Specifically, we set 50 checkpoints uniformly distributed during

the training process of each tasks and save the learned policy at

each checkpoint. Then, we roll out each of these policies for 10

trajectories to collect the highly mixed dataset.

We evaluate two base RL algorithms (TD3+BC and CQL) and

corresponding CUORL-enhanced versions on the following three

datasets: 2nd-1/2, Full, and Full+Filter. The “2nd-1/2” dataset con-
tains the samples collected by the policies logged in the last 25

checkpoints out of the 50 checkpoints, whose data volume is only

the half of that of the “Full” dataset. The “Full” dataset is a mixture

of the samples collected by all the 50 policies, which has more sam-

ples than the “2nd-1/2” dataset but a lower average performance

of the behavior policies. The “Full+Filter” dataset is a subset of the

“Full” dataset by filtering out the trajectories with low returns and

has a equal data volume to the “2nd-1/2” dataset.
We present present the performance of different algorithms on

these datasets in Table 1. We find that although the “Full” dataset

contains more data than “2nd-1/2”, the performance of the learned

policy degenerates by 39.1%. This indicates that adding samples

from poor behavior policies can harm the performance in CQL and

TD3+BC. Filtering out the trajectories with low returns is a naive

method to address this problem. However, we find that, although

this method improves the performance compared with learning on

the whole “Full” dataset, the performance of the learned policies

still degenerates by 12.3% compared with learning based on the

“2nd-1/2” dataset. This demonstrates that this naive method cannot

perfectly address the problem. In contrast, we observe that CUORL

achieves a 32.1% performance improvement compared with the

learning using the 2nd 1/2 dataset and achieves the best perfor-

mance due to the fact that CUORL can make full use of the whole

dataset.

6.2 Learning from D4RL datasets
We also compare CUORL with the baseline offline RL algorithms

on standard D4RL datasets and present the results in Table 2. First,

we look at the results of the mixed datasets in the D4RL bench-

mark such as the medium-expert datasets. We first observe that

on the medium-expert datasets, the performance of both TD3+BC

and CQL degenerates compared with that on the expert-dataset.

In contrast, our algorithm achieves better performance on such

mixed datasets compared with the expert datasets due to the use

of curriculum learning that can take advantage of the additional

medium data. Then, we focus on the performance on the datasets

collected by single behavior policies such and the random/expert

datasets. We observe that, even on the datasets collected by single

policies, CUORL still outperforms the baseline offline RL methods

and achieve a performance improvement of 19.5% and 17.9% com-

pared with the baseline of CQL and TD3+BC respectively. This

indicates that selecting data during the offline RL training can im-

prove the performance even for datasets collected by single policies,

which may benefit from the way training the neural network with

easy to hard samples.

To further investigate how the algorithms perform on mixed

datasets in the D4RL domain, we additionally mix the random

dataset to the others and show the performance on these newmixed

datasets in Table 3. This corresponds to many practical scenarios

where large-scale datasets can be provided but most samples are

collected by poorly-performed policies [44]. We observe that the

performance of base offline RL methods degenerates when the

samples from random policies are mixed to the dataset, whereas

CUORL achieves better performance with these samples.

7 CONCLUSION
In this paper, we study a problem that widely exists in many policy-

constraint-based offline RL algorithms: The performance of the

agent degenerates when new samples collected by poor policies

are added to the dataset. This breaks the promise of offline RL that

can obtain effective policies from large-scale datasets with diverse
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samples. Motivated by the observation that not all samples are use-

ful given a stage of the offline learning and those from neighboring

policies can help the agent learn most efficiently, we propose CUr-

riculum Offline RL (CUORL) that leverage curriculum learning to

select samples that are likely to be collected by the current policy

for the training of offline RL agents. CUORL is justified theoretically

and can be easily plugged into existing offline RL algorithms. Empir-

ically, CUORL not only be able to benefit from adding new samples

(even the samples collected by random policies) to the dataset but

also outperforms the baseline offline RL algorithm even on datasets

collected by single policies. We also show that CUORL naturally

results in a curriculum where poor samples are utilized first for the

agent to learn efficiently around the low-reward regions, and expert

samples are leveraged at last for the agent to match the expert. The

effectiveness of CUORL indicates the potential of such a curriculum

for offline RL.
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