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ABSTRACT
We present a study that explores the formulation of natural lan-
guage explanations for managing the appropriate amount of trust
in a remote autonomous system that fails to complete its mission.
Online crowd-sourced participants were shown video vignettes of
robots performing an inspection task. We measured participants’
mental models, their confidence in their understanding of the robot
behaviour and their trust in the robot. We found that including
history in the explanation increases trust and confidence, and helps
maintain an accurate mental model, but only if context is also
included. In addition, our study exposes that some explanation
formulations lacking in context can lead to misplaced participant
confidence.
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1 INTRODUCTION
As robots and autonomous systems (RAS) are becoming increas-
ingly deployed, it is important to understand the reasoning behind
their decisions. However, the behaviour of these robots can seem
opaque. Transparency is closely linked to trust [8, 12] and explain-
ability can be a means to facilitate this transparency [11]. It is key
that the user has the correct mental model of what the system can
and cannot do, so that the system is not undertrusted or overtrusted
[5]. This will increase adoption of these systems going forward. Das
et al. [2] explored explanation styles in the context of failing robots
that were co-located with the users (e.g. in homes and hospitals).
When users are remote from their robot or autonomous systems
(e.g. systems for inspecting offshore wind farms or nuclear energy
plants) trust has been shown to be generally lower [1, 4, 6]. There-
fore, the influence of explanations on trust for remote robots is even
more important to understand. Here, we have explored the use of
such robots with a commercial organisation, for use in offshore
inspection, developing a natural language interface for use by a
remote operator to garner situation awareness of the remote robot
[9]. Trust was recognised as being key in the acceptance of these
new inspection robots. Our research questions (RQ) are as follows:
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• RQ1: How do different types of explanations affect a user’s
mental model of a remote mobile robot, in terms of their abil-
ity to correctly identify the cause of robot failure, and their
confidence in the accuracy of their failure identification?

• RQ2: How do different types of failure explanation affect a
user’s trust of a remote mobile robot?

Figure 1: Fault Taxonomy

2 STUDY DESIGN & RESULTS
We developed a remote robot fault taxonomy (Fig. 1) and hand-
crafted explanations, adapted from Das et al., [2021] and based on
insights expressed by our industry partner. Video vignettes1 were
produced of a simulated remote mobile inspection robot moving in
a gas station displaying fault behaviours as per Fig.1. Participants
watched these videos followed by text of the robot’s explanation
of its behaviour. Participants were recruited via the online plat-
form, Prolific. We used a between-groups design with the style
of explanations varying between conditions (Table 1). The control
condition (CTL) was an explanation containing no new information
and simply restated the robot’s goal. Participants were assigned to
a condition randomly, completed a pre-task robot attitude question-
naire to rule out between group bias, did their fault identification
task of 7 trials and, finally, completed a post-task trust questionnaire
(the 7-item Letras-G Trust scale used by Lim et al [2022]). Each
task trial consisted of watching a video, identifying what it showed
(by multiple choice response), reading the robot’s text explanation
of its behaviour (Table 1), and, lastly, identifying again what had
occurred, in the light of the explanation. Two of the trials were for
familiarisation showing successful robot missions and the other
five failing missions were randomly ordered. Mental Model (MM)
Correctness (DeltaCor (-1.0 to 1.0)) and MM Confidence (DeltaConf
(-100 to 100)) were gathered by assessing the difference between
the correctness of their failure identification (0 or 1), and their con-
fidence in that identification (on a scale 0 to 100) [10], before and
after reading the robot’s explanation (averaged over all the failure
trials). 238 sets of responses were analysed.

Mental Model Correctness Results. With regards RQ1, an
Independent-Samples Kruskal-Wallis test on participants’ DeltaCor
1Available as a playlist: https://bit.ly/robotexpstudyplaylist
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Table 1: Formulation of the conditions, showing the elements included in each condition for one example video vignette
depicting system failure: “Low battery level” in Figure 1. Column heads, a𝑡 , a𝑡−1, and c𝑡 indicate the current action, prior
action(s) and context/circumstances elements respectively, with t indicating time.

Abbr Condition a𝑡 a𝑡−1 c𝑡 Example robot explanation

CTL Control Condition My goal was to move from Point A to Point B.
AB Action Based ✓ I could not navigate on my planned path to my destination.
CB Context Based ✓ ✓ I could not navigate a path to my destination because I had been working hard previously and

was low on power.
ABH Action Based History ✓ ✓ I departed from my start point and was navigating a path to my destination, Then I slowed to a

stop and I could not continue on my planned path to my destination.
CBH Context Based History ✓ ✓ ✓ I departed from my start point and was navigating a path to my destination. Then I slowed to

a stop because I had been working hard previously and was low on power and so I could not
continue on my planned path to my destination.

Figure 2: Mental model (MM) and Trust measurement charts showing the means and 95% confidence limits by condition group.
Statistically significant pairwise differences are marked: * p<.05, ** p<.001

.

showed that there is a statistically significant difference between
the DeltaCor scores of the condition groups (𝜒2 (4) = 70.530, p<.001).
See Fig 2a. We can see that, in the control condition, correctness
changes little between viewing the video and reading the explana-
tion. However, reading the explanations in AB and ABH conditions
leads to a negative (non-significant) effect on correctness compared
to CTL. Reading the explanations in both CB and CBH conditions
leads to statistically significantly improved correctness (positive
DeltaCor) compared to CTL, AB and ABH.

Mental Model Confidence Results. The same test was con-
ducted on participants’ DeltaConf score, showing a statistically sig-
nificant effect of Condition on participants’ DeltaConf scores (𝜒2 (4)
= 75.384, p<.001). Fig. 2b shows that, in CTL, confidence changes
little between viewing the video and reading the explanation; like-
wise with AB. However, we see that reading the explanations in
CB, ABH, and CBH conditions leads to statistically significantly
increased confidence (positive DeltaConf) compared to CTL.

Trust Measurement Results.With regards RQ2, Fig. 2c shows
that CBH elicits the highest trust, and CTL the lowest. An Independent-
Samples Kruskal-Wallis test on these Letras-G scale scores showed
a statistically significant difference between the trust scores of the
condition groups (𝜒2 (4) = 16.911, p=.002). Pairwise comparisons, us-
ing Bonferroni correction, show statistically significant differences
between CBH and CTL and between CBH and AB conditions.

3 DISCUSSION AND FUTUREWORK
Regarding RQ1, we clearly show that providing an explanation can
increase the fidelity of a mental model and confidence in that men-
tal model, with CBH explanations performing the best (confirming
findings from Das et al.). Both AB and ABH seem to have a negative
effect on fault identification. Interestingly, ABH led to a statistically
significant increase in confidence (positive DeltaConf) compared
to CTL. This unexpected combination of negative DeltaCor with
positive DeltaConf is evidence that including history without con-
text might lead to users having misplaced confidence in the quality
of their MM. This could affect decision making and have serious
consequences in the real world. However, participants in this study
were lay people and expert operators might find these too verbose
and prefer shorter explanations [3], to be explored in future work.

Regarding RQ2, CBH seems to be the best explanation method
for increased trust, significantly higher than the CTL and AB (both
of which just state facts). With regards the adoption of robots, it is
key to manage trust so that it is appropriate. Given these findings,
we can confidently state that including an explanation can help
maintain a certain level of trust and, importantly, help rebuild the
trust after an error. We have shown that providing explanations
gives the user more understanding of the robot actions and thus
more reassurance of the robot’s autonomous capability, increasing
trust over baselines that provide no or little explanations.
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