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ABSTRACT
Learning an opponent’s preference is critical to achieving a win-
win situation in automated bilateral multi-issue negotiations. Most
of the existing opponent preference-learning techniques are not
scalable to many kinds of opponents with different strategies due
to their strong assumptions on an opponent’s concession pattern.
This study enables a more general assumption into the Bayesian-
learning-based opponent model to address the mentioned disad-
vantage. The proposed method is experimentally compared with
state-of-the-art opponentmodels and found to have higher accuracy
and greater scalability in most cases.
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1 INTRODUCTION
In automated multi-issue negotiations, agents uses so called oppo-
nent models to learn and estimate an opponent’s preference profile
(usually a linear additive utility function maps each offer with a real
value in [0, 1], see Eq. 1) from exchanged offers [2]. These models
are distinct from traditional learning methods in that the labels of
training examples (i.e., the utility values of an opponent’s offers) are
usually unavailable. This has led most existing opponent models to
be based on one or more assumptions about an opponent’s behavior,
such as the assumption that the issues proposed more frequently
have higher preferences, that the issues with values that change
less are more important, and that the opponent follows a specific
concession function [1]. However, these strong assumptions limit
the scalability of the models to the opponents of different behavior
pattern.

𝑈 (𝜔) =
𝑁∑︁
𝑖=1

𝑤𝐼𝑖 𝑒𝐼𝑖 (𝜔 [𝐼𝑖 ]) (1)
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where𝑤𝐼𝑖 is the weight of an issue 𝐼𝑖 (
∑𝑁
𝑖=1𝑤𝑖 = 1), and 𝑒𝐼𝑖 (𝜔 [𝐼𝑖 ])

is an evaluation function mapping the value of 𝐼𝑖 in the outcome 𝜔
to a real number normalized to the [0, 1] range.

2 SCALABLE OPPONENT MODEL
This study improves the Bayesian-learning-based opponent model
by incorporating a more general assumption that "the opponent
tends to make concession over time". The model estimates the op-
ponent’s utility function 𝑈𝑡 by the expectation of a set of utility
function hypotheses (Eq.2), each with a probability of being the
opponent’s true utility function under the bidding sequence 𝐵𝑡
up to time 𝑡 (Bayes’ rule, Eq.3). The likelihood 𝑃 (𝐵𝑡 |ℎ𝑘 ) is recur-
sively updated with the conditional probability 𝑃 (𝑏𝑡 |ℎ𝑘 , 𝐵𝑡−1) (see
Eq. 4). Eq. 5 of calculating 𝑃 (𝑏𝑡 |ℎ𝑘 , 𝐵𝑡−1) realizes the assumption
by assigning a lower probability to hypotheses suggesting that the
current bid 𝑏𝑡 has a higher utility than the previous bid 𝑏𝑡−1, with
the probability decreasing as the amount of support increases. Con-
versely, it assigns a higher probability to hypotheses supporting
that 𝑏𝑡 has the same or lower utility than 𝑏𝑡−1 (see Figure. 1).

𝑈𝑡 =

|𝐻 |∑︁
𝑖=1

𝑃𝑡 (ℎ𝑖 )ℎ𝑖 (2)

where 𝐻 is the hypothesis space;𝑈 is the estimated utility function.

𝑃𝑡 (ℎ𝑘 ) = 𝑃 (ℎ𝑘 |𝐵𝑡 ) =
𝑃 (ℎ𝑘 )𝑃 (𝐵𝑡 |ℎ𝑘 )

𝑃 (𝐵𝑡 )
(3)

𝑃 (𝐵𝑡 |ℎ𝑘 ) = 𝑃 (𝑏𝑡 , 𝐵𝑡−1 |ℎ𝑘 ) = 𝑃 (𝑏𝑡 |ℎ𝑘 , 𝐵𝑡−1)𝑃 (𝐵𝑡−1 |ℎ𝑘 ) (4)

where 𝑃 (ℎ𝑘 ) is the prior probability of hypothesis ℎ𝑘 .

𝑃 (𝑏𝑡 |ℎ𝑘 , 𝐵𝑡−1) = 𝑃 (𝑏𝑡 |ℎ𝑘 , 𝑏𝑡−1) =
1

𝜆𝜎
√
2𝜋

𝑒
− 𝛿

2𝜎2

𝛿 =

{
ℎ𝑘 (𝑏𝑡 ) − ℎ𝑘 (𝑏𝑡−1), 𝑖 𝑓 ℎ𝑘 (𝑏𝑡 ) − ℎ𝑘 (𝑏𝑡−1) > 0
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(5)

To ensure scalability across domains of varying sizes, we adopt
the hypothesis space and evaluation method from the scalable
Bayesian learning opponent model [4]. This model discretizes the
continuous utility function space into rankings and distinguishes
between weight hypotheses and value hypotheses. Additionally, to
reduce computational costs, it calculates the likelihood probability
of a hypothesis based on its probability conditioned on the mean
of all other hypotheses.
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Table 1: Accuracy versus different opponent agents. The proposed scalable model, CUHKagent value model, Hardheaded
frequency model, and existing Bayesian learning model as Proposed, CUHKagent, Hardheaded, and Bayesian, respectively.

Agent
category

Strategy
parameter

Pearson correlation (whole) Pearson correlation (the last 250 rounds)
Proposed Bayesian CUHKagent Hardheaded Proposed Bayesian CUHKagent Hardheaded

Time 𝛼 = 0.1 0.78 -0.30 -0.35 -0.48 0.77 -0.32 -0.38 -0.33
𝛼 = 1.0 0.77 0.47 0.77 0.59 0.84 0.45 0.78 0.30
𝛼 = 10.0 0.66 0.47 0.69 0.36 0.78 0.49 0.77 0.55

Offset 𝑃𝑚𝑎𝑥 = 0.7 0.63 0.28 0.60 0.12 0.64 0.26 0.57 -0.18
𝑃𝑚𝑎𝑥 = 0.8 0.75 0.35 0.73 0.34 0.77 0.33 0.72 -0.13
𝑃𝑚𝑎𝑥 = 0.9 0.75 0.44 0.78 0.52 0.77 0.42 0.78 -0.00

Reservation 𝑅 = 0.3 0.73 0.47 0.77 0.61 0.83 0.47 0.78 0.70
𝑅 = 0.5 0.67 0.48 0.76 0.56 0.74 0.48 0.78 0.74
𝑅 = 0.7 0.64 0.48 0.75 0.47 0.66 0.48 0.78 0.62

ℎ! 𝑏" − ℎ!(𝑏"#$)

𝑃(𝑏"|ℎ!, 𝑏"#$)

-1 1

Figure 1: Conditional probability distribution of the behavior
assumption

Table 2: Agents used for the bidding trace generation

Agent type Parameters Noise
Time-dependent agents 𝛼 ∈ {0.1, 1.0, 10.0} 𝜎 ∈ {0,

0.005,
0.05}

Offset agents 𝑃𝑚𝑎𝑥 ∈ {0.7, 0.8, 0.9}
Reserved agents 𝑅 ∈ {0.3, 0.5, 0.7}

3 EXPERIMENTS
We compared the proposed model with three state-of-the-art oppo-
nent models: CUHKagent value model [3], Hardheaded frequency
model [7], and scalable Bayesian model [4]. Based on relevant pa-
pers and GENIUS codes [5], we implemented the opponent models
ourselves using Python and NegMAS [6] and ensured that each
opponent model processed the same amount of data. We used the
Pearson correlation of bids to evaluate the opponent models, which
has been proved to be efficient [1].

We used the same negotiation scenarios with [1]. The length of
the bidding trace is set to 𝑡𝑚𝑎𝑥 = 5000. We recorded the bidding
traces of 27 agents that were the Cartesian products of nine different
strategies and three different noise levels. Table 2 lists the 27 agents:
the time-dependent agents selected bid according to a target utility
of 𝑢𝑡 = 1 − (𝑡/𝑡𝑚𝑎𝑥 )𝛼 ; The offset agents were time-dependent
and did not start from their best bid, their target utility followed
𝑢𝑡 = 𝑃𝑚𝑎𝑥 · (1 − 𝑡𝛼 ); the reservation agents were time-dependent
agents with a reservation value, and their target utility followed

𝑢𝑡 = 1− (1−𝑅) · 𝑡𝛼 ; the noise is added to the target utility following
𝑢𝑡 = 𝑢𝑡 +𝑢𝑛𝑜𝑖𝑠𝑒 , where𝑢𝑛𝑜𝑖𝑠𝑒 ∼ 𝑁

(
0, 𝜎2

)
, which is used to account

for agents that may not follow only the time-dependent strategies.
Table 1 presents the average accuracy results for each opponent

agent across the entire negotiation and at the end of the negotiation.
The proposed model only outperformed the CUHKagent value
model in a few cases in terms of accuracy over the entire negotiation.
However, the CUHKagent value model performed poorly with an
accuracy value of -0.35 for the time-dependent agent with 𝛼 = 0.1.
In contrast, the proposed model reached an accuracy of 0.64 even
in the worst case against reservation agents with 𝑅 = 0.7. Against
offset agents, our model showed greater scalability to different
starting utilities of the opponent. These results demonstrate that the
proposed model can perform more robustly than existing models,
which may perform poorly in some cases.

In addition, we believe that the opponent model’s accuracy at
the end of a negotiation is more critical for an agent than that at
the start of the negotiation, especially when encountering stubborn
opponents in real negotiations. This is because it is often wise
to wait until the opponent makes more concessions. In terms of
accuracy at the end of the negotiation, the proposed opponent
model generally showed higher accuracy than the CUHKagent
value model. Comparing accuracy over the entire negotiation to
that at the end, the proposed model’s accuracy increased more
than that of the state-of-the-art models, especially for the time-
dependent agent with 𝛼 = 10.0. One possible reason for this finding
is that if the opponent makes more concessions in a step, there may
be greater differences in the values between the two bids, providing
our model with more information to improve accuracy.

4 CONCLUSION AND FUTUREWORK
Learning an opponent’s preference was critical to achieving a win-
win situation in automated bilateral multi-issue negotiations. The
main idea of this study was to realize an opponent model that
is scalable to different opponents by implementing a more gen-
eral behavioral assumption into the Bayesian learning model. We
demonstrated that the proposed method had higher accuracy and
greater scalability in most cases.

One possible future direction is applying the proposed model to
multilateral multi-issue negotiations.
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