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ABSTRACT
The task of object goal navigation is to drive an embodied agent to
finding the location of given target only using visual observation.
The mapping from visual perception of observation determines the
navigation actions. We consider the problem of generalization for
the agent across scenes to be lacking good visual perception and
spatial reasoning ability. The mutual relationships between edges
and objects in the observation is the essential part of scene graph,
which reflect the deep understanding of visual perception. Despite
recent advances, such as visual transformer and contextual
information embedding, the visual perception of graph
representation remains a challenging task. In this work, we
propose a novel Heterogeneous Zone Graph Visual Transformer
formulation for graph representation and visual perception. It
consists of two key ideas:1)Heterogeneous Zone Graph (HZG) that
explore the heterogeneous target related zones graph and spatial
information. It allows the agent to navigate efficiently. 2)
Relation-wise Transformer Network (RTN) that transforms the
relationship between previously observed objects and navigation
actions. RTN extracts rich nodes and edges features as pay more
attention on the target-related zone. We model self-attention on
the node-to-node encoder and cross-attention on the edge-to-node
decoder. The HZG-based model and RTN are shown to improve
the agent’s policy and to achieve SOTA results on the
commonly-used datasets.
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1 INTRODUCTION
Several recent works have resorted to explore scene graph from
different perspectives[7, 10]. Scene context information is
exchanged either globally [2] or across neighborhoods [5]. Yang et
al. [4] first proposed the use of graph convolutional networks
(GCNs) to encode the object information. However, their fixed
object graph is too generic to adapt to specific environments. Du et
al. [3] used a graph attention layer to improve the adaptability of
object relation graphs. Zhang et al. [9] put forward a hierarchical
object-to-zone (HOZ) graph to guide agents search the target. The
above methods used object features to better understand complete
scenes and predict possible target locations.

However, some irrelevant latent information, such as
"countertop" zone, "table" zone information is missing for locating
possible position of the target. Besides, the edge information
between objects is also important for reasoning directions for the
agent. This spatial reasoning is vital for guiding the agent selecting
actions, especially in deadlock.

To address above problem, learning and interacting among
objects and their corresponding edges through contextual
attention for scene graph is necessary. This paper proposed a
novel transformer-based formulation for the object goal navigation
task. In the following, we rationalize the self-attention and
cross-attention of the proposed RTN in context of ObjNav task.
HZG provides the agent with scene priors that can generalize
across scenes. RTN extract HZG spatial features and concentrate
more on target related area, thus making the navigation more
efficient. Experiments show our navigation framework can get
SOTA results in AI2THOR environment.

2 PROPOSED VISUAL NAVIGATION METHOD
We build the HZG during the training begins using object
detectors DETR [1]. If the current view contains many objects
belonging to the same category, it is recorded only once in the
object triple. 𝑁 represents the number of object categories and
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Figure 1: Overview of our proposed navigation framework. Visual features are obtained from Resnet18, target word embedding
features extracted from Glove and HZG represents spatial features. Graph attention network is used to reason the primary
references (objects) to make knowledge reasoning in guiding RL action sample. Meanwhile, meta learning supervise the RL’s
training process and providing adaptation in HZG.

𝑙 = {𝑥, 𝑧, 𝜃𝑦𝑎𝑤 , 𝜃𝑝𝑖𝑡𝑐ℎ, 𝑅𝑂𝐼 } represents the observation position,
where 𝑥 , 𝑧 represent the horizontal coordinates and 𝜃𝑦𝑎𝑤 , 𝜃𝑝𝑖𝑡𝑐ℎ
represent the yaw and pitch angles of the agent. 𝑅𝑂𝐼 is the fusion
region of interest features for all objects’ (𝑛) ROI in the zone,
where 𝑅𝑂𝐼 = 𝐶𝑜𝑛𝑐𝑎𝑡 (𝑟𝑜𝑖𝑛). Then k-means clustering feature 𝑓 is
used to obtain 𝐾 regions and form the zone-level HZG
𝑍𝑚 (𝑉𝑚, 𝐸𝑚).

The structure of RTN is shown in Figure. 2. RTN consists of
encoder for N2N(node to node) and decoder for E2N(edge to node).
N2N is represented using 𝑓 𝑖𝑛

𝑖
=𝑊𝑛𝑜𝑑𝑒 ( [𝑣𝑖 ; 𝑠𝑖 ;𝑏𝑖 ]) where (𝑊𝑛𝑜𝑑𝑒 )

is linear projection to get 𝑖𝑡ℎnode of the initial node eigenvector
(𝑓 𝑖𝑛
𝑖

) In addition, for 𝑖𝑡ℎnode, we added a positional feature vector
(𝑝𝑜𝑠 (𝑛𝑖 )) and the characteristics of its initial 𝑓 𝑖𝑛

𝑖
. It takes the

categorical position of the 𝑖𝑡ℎ node in linear ordering of all nodes,
and converts it to a continuous sinusoidal vector
𝑓
𝑓 𝑖𝑛𝑎𝑙

𝑖
= 𝑒𝑛𝑐𝑜𝑑𝑒𝑟 (𝑓 𝑖𝑛

𝑖
+ 𝑝𝑜𝑠 (𝑛𝑖 )) as described in [8].Since our

edges are directed, we assume that the proposed edge position
embedding is to distinguish the source node from all the different
nodes. The goal is to accumulate the necessary global context (all
the different object instances) without losing focus on the local
context. We define 𝑃𝐸𝑒𝑖 𝑗 (𝑘, 𝑘 + 1) = [sin ( 𝑝𝑖

𝑚 2𝑘
𝑑

), cos ( 𝑝𝑖

𝑚 2𝑘
𝑑

)],
where 𝑝𝑖and 𝑝 𝑗 is the location of the node 𝑛𝑖 and 𝑛 𝑗 , 𝑚 is a
maximum number of nodes in the sequence, 𝑑 = 2048, 𝑘 denotes
positional coding feature vector of 𝑘𝑡ℎ . Finally, the output of RTN
fused the node and edge information in the scene graph with high
efficient node message. The overal of our proposed navigation
framework is shown in Figure. 1. The framework uses Glove [6] to
generate a 300-dimensional semantic embedding of target and
graph objects, in total of 92 objects. The input of our actor-critic
network represents 512 hidden states LSTM network and two fc
layers representing actor and critic. It is concatenated with the
target object as a 300-dimensional vector, observation features, as
a 1024-dimensional feature vectors and HZG with 92 nodes is fed

Figure 2: The structure of Relation-wise Transformer
Network

into GAT producing 92-dimensional vectors. Meanwhile, GAT is
also used to make knowledge inference for producing a single
value which is appended in our critic. The actor outputs a
6-dimensional actions distribution 𝜋 (𝑎𝑡 |𝑥𝑡 ). The critic estimates a
single value using softmax.

Extensive experiment and ablation study demonstrate the
efficiency of our approach in benefiting from our HZG when
necessary, which allows for adapting to the new environment. We
show for the first time that knowledge distillation from RTN and
HZG can improve the performance of navigation agents.
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