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ABSTRACT
We propose an approach to knowledge transfer for improved life-
long learning in AI agents, using behavioural strategies as a form of
transferable knowledge, influenced by the human cognitive ability
to develop strategies. A strategy is defined as a partial sequence of
actions an agent can take to reach some predefined event of interest.
This information acts as guidance or a partial solution that an agent
can generalise and use to predict how to handle unknown observed
phenomena. As a first step toward this goal, we present an approach
for extracting strategies from an agent’s existing knowledge that
can be applied in multiple contexts. Our approach uses a combina-
tion of observed action frequency information with local sequence
alignment techniques to find patterns of significance that form a
strategy. We demonstrate our approach in two environments: Pac-
man; and a dungeon-crawling video game. Our evaluation serves
as a promising first step towards efficient and robust generalisation
to support lifelong learning across a wider class of tasks.
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1 INTRODUCTION
The creation of artificial agents capable of operating autonomously
in the real world is a long-standing research endeavour in AI.
Achieving this level of autonomy requires flexibility for agents
to perform in unfamiliar environments encountered over a lifetime,
an ability that is lacking in existing systems. Observing human
behaviour, cognitive scientists and psychologists have developed
theories on how humans handle unfamiliar situations. For example,
if performing a new task or perceiving an object we may not have
seen before, we can make plausible default assumptions based on
knowledge from similar situations. Lake et al. [8] make the fol-
lowing speculation about human players learning a new game –
humans can grasp the basics of a game after just a few minutes
of play because they are armed with extensive prior experience,
which they intuitively leverage to give domain-specific knowledge.
This allows a new player to infer information such as the general
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schema describing the goals of the game as well as the object types
and their interactions.

In this work, we propose a method of knowledge transfer in AI
agents based on the human cognitive ability to develop strategies in
one context, that can be generalised and applied in other contexts.
Existing work on transfer learning involves learning low-level infor-
mation from a source task [3, 7, 15], however these approaches face
limitations such as being restricted to certain classes of tasks due to
learnt knowledge being insufficiently generalisable [12]. Suppose
artificial agents can perform strategy synthesis, allowing them to
better utilise their existing knowledge. This would significantly
improve the agent’s learning capabilities to handle a wide range of
tasks with limited data. As a first step, we seek to obtain knowledge
in the form of strategies from an agent’s existing knowledge. We
define a strategy as an abstract task structure that represents a
partial plan to achieve a goal in some environment. For example,
in the game of Pacman, a strategy may be to “collect a power-up
to defeat a ghost”. This could be abstracted to “collect an item to
defeat an enemy”. Defeating enemies is a common objective that
appears in various games, making this strategy applicable in many
contexts.

There are two key advantages to using strategies to support
lifelong learning [5]. First, due to its partial nature, a strategy alone
may not completely solve a problem, however it provides a base
for a complete solution to multiple related problems. Our definition
encompasses plans with a partial ordering of actions as well as
plans with potentially unnecessary or missing actions. Second, the
strategies we extract in this paper contain actions specific to a
given game. We can broaden the applicability of these strategies
through abstraction – for example, with the use of ontologies. These
strategies provide a starting point for identifying a suitable course
of action when an agent does not know how to achieve some goal.

2 CONTRIBUTION
For this research, we focus on behavioural strategies that describe
an AI agent’s behaviour in some context. We aim to examine the ex-
tent to which the transfer of behavioural strategies to new contexts
improves the knowledge learnt by the agent, the learning time and
real-time agent performance.

A key contribution of this work is our unique approach to strat-
egy extraction by treating the problem as a sequential pattern min-
ing task. Most existing work focuses on finding strategies for player
modelling for applications such as learning an opponent’s strategy,
understanding a player’s behaviour and finding a winning strategy
[6, 11]. The types of strategies typically modelled are complete
solutions, such as telling the player exactly how to reach the goal.
Even if the game- or implementation-specific content is abstracted,
complete strategies are highly unlikely to be applicable in other
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games. Inspired by similar works such as [4] and [9], the strate-
gies found by our method are a result of using sequence analysis
methods to locate similar regions in sequences of action trajecto-
ries. The novelty lies in using a sequence alignment technique, the
Smith-Waterman algorithm [13], which is more commonly known
for comparing DNA string sequences. Strategy generalisation and
transfer are left as future work.

3 METHOD
We consider an agent that has been trained to play a game through
reinforcement learning (RL) [14]. A single-player game environ-
ment consists of states, actions and rewards. A game trajectory is
a finite sequence of consecutive actions, rewards and states of the
environment before and after an action is taken by the player. A
subtrajectory is a trajectory containing a subset of the elements
from another trajectory, maintaining the same temporal ordering.
A subtrajectory may not be equivalent to a subsequence; elements
from the original trajectory can be dropped. For example, given a
trajectory of the form 𝑎, 𝑏, 𝑐 , a valid subtrajectory is 𝑎, 𝑐 as well as
𝑎, 𝑏 and 𝑏, 𝑐 .

We adapt Smith-Waterman to perform pairwise comparisons
on trajectories and return a subtrajectory. Smith-Waterman aims
to find a similar subsequence when comparing two sequences, ex-
plicitly placing gap tokens between consecutive items in the result
if they do not occur consecutively in the two sequences being
compared. We are interested in identifying the important similari-
ties (actions) between two trajectories, and their relative temporal
ordering. We do not care whether gaps should be placed in the
resulting subtrajectory, or how many, in the context of our strategy
extraction objective. It is assumed that gaps may exist between any
consecutive actions in a subtrajectory.

Given a policy for playing a game, our approach first discovers
events of interest. These events occur when playing and represent
goals or sub-goals that an agent could use a strategy to achieve.
We use a method of detection based on rewards, however this can
be replaced with more sophisticated approaches that do not rely
solely on the reward function [1, 10]. For each event of interest
found, we then find collections of trajectories by simulating the
agent when following the learnt policy. We collect trajectories in
which the event occurs (positive) and does not occur (negative).
The positive and negative trajectories are used to compute values
for each available action to indicate their likelihood of being in a
strategy. Actions that appear more often in positive trajectories are
more likely to be part of a strategy.

Positive trajectories are clustered based on their actions to ensure
that we can also identify different strategies for achieving the same
event of interest. Algorithm 1 outlines our method for finding
strategies for a given event of interest. The shortest trajectory (i.e.,
with the least number of actions) is selected for each cluster. A
pairwise comparison between this trajectory, and all others in the
cluster, is performed using the Smith-Waterman algorithm. The
output of each pairwise comparison becomes a candidate strategy.

4 EXPERIMENTS
We evaluate the performance of our proposed method on two cus-
tom environments implemented in OpenAI Gym [2]. We developed

Algorithm 1 Find Strategies for an Event of Interest
Input: C (clusters of trajectories), L (action likelihoods)
Output: Strategy set, S

1: Let S = ∅.
2: for 𝑐 ∈ C do
3: 𝑡𝑐 = 𝑆ℎ𝑜𝑟𝑡𝑒𝑠𝑡𝑇𝑟𝑎 𝑗𝑒𝑐𝑡𝑜𝑟𝑦 (𝑐)
4: for 𝑡 𝑗 ∈ 𝑐 \ {𝑡𝑐 } do
5: 𝑟𝑒𝑠𝑢𝑙𝑡 ← 𝑆𝑚𝑖𝑡ℎ𝑊𝑎𝑡𝑒𝑟𝑚𝑎𝑛(𝑡𝑐 , 𝑡 𝑗 ,L)
6: S ← S ∪ {𝑟𝑒𝑠𝑢𝑙𝑡}
7: end for
8: end for
9: return S

a version of Pacman as a 2D environment and an exploration game,
“Dungeon Crawler” where the agent’s goal is to navigate through
a maze to find a key and then escape through a door. The agent
must avoid monsters in its search for the key or kill monsters by
collecting a weapon (gun or sword).

To test the robustness of the extraction approach, we executed
50 runs for each environment under the same conditions. We saved
the resulting strategies and total counts of how many times each
strategy was found across all the runs. The predominant strategies,
those with the highest ‘Found’ percentage, are what we expected
for each event of interest.

With a dataset size of 100 trajectories in each of the positive and
negative trajectory sets, we obtain the following strategy in the
form of an action sequence for Pacman when the specified event of
interest is “kill a ghost":

“collect power-up", “kill a ghost"
In Dungeon Crawler, we specified the event as “kill a monster"

and observe the following strategies which are predominant:
“collect gun", “kill a monster"
“collect sword", “kill a monster"

The predominant strategy in Pacman appears in all 100% of
experiment runs, and both of the Dungeon Crawler strategies are
found 98% of the time. Our method also detects variations on these
strategies that are reasonable candidates based on the environment.

5 CONCLUSION AND FUTUREWORK
Wehave proposed an approach for extracting strategies from learned
agent policies. Our results, when demonstrated on video game tra-
jectories, showcase the ability of this method to identify reasonable
strategy candidates in different contexts. We are able to use se-
quence analysis to find useful causal information, which we can
use to form strategies. Preliminary results showcase the ability of
this method to identify reasonable strategy candidates in different
contexts. In future work, we will utilise the strategies obtained
from this method and look at generalisation techniques to support
lifelong learning across a wider class of tasks. In particular, we will
consider generalisation via abstraction, changing only the content
of a strategy when lifting it to a more general context, leaving us
with flexibility in the choice of data structures used. Ultimately,
we envision this work could address issues around generalisability
present in current state-of-the-art autonomous artificial agents and
make them deployable in real-world scenarios.
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