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ABSTRACT games (e.g. rock-paper-scissors) where self-play would have made no

We study computationally efficient methods for finding equilibria in
n-player general-sum games, specifically ones that afford complex
visuomotor skills. We show how existing methods would struggle in
this setting, either computationally or in theory. We then introduce
NeuPL-JPSRO, a neural population learning algorithm that benefits
from transfer learning of skills and converges to a Coarse Correlated
Equilibrium (CCE) of the game. We show empirical convergence
in a suite of OpenSpiel games, validated rigorously by exact game
solvers. We then deploy NeuPL-JPSRO to complex domains, where
our approach enables adaptive coordination in a MuJoCo control
domain and skill transfer in capture-the-flag. Our work shows that
equilibrium convergent population learning can be implemented at
scale and in generality, paving the way towards solving real-world
games between heterogeneous players with mixed motives.
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1 INTRODUCTION

Purely competitive, symmetric zero-sum games have proven to
be popular testbeds for Al research since its early days [5, 6, 28,
31, 34, 35, 38, 39]. Principled algorithms have been developed in
this setting, with convergence guarantees to a Nash Equilibrium
(NE, [26]) where players can be expected to win (or draw) against
any opponent. One family of equilibrium convergent methods fol-
lows from Fictitious Play (FP, [4]) and Double Oracle (DO, [23]). By
learning a set of strategies each best-responding to a mixture over
their predecessors, FP and DO converge to an NE even in cyclic
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progress. Policy-Space Response Oracle (PSRO, [14]) extended simi-
lar guarantees to extensive-form (EF, [12]) games by constructing a
normal-form (NF) metagame whose actions correspond to playing
a deep reinforcement learning (RL) policy for an entire episode.
Variations of this idea have led to competitive agents in games as
complex as StarCraft [39], albeit at significant costs training and
evaluating hundreds of independent deep RL agents.

While significant advances have been made in finding Nash
Equilibria in symmetric zero-sum games, real-world interactions
are often n-player general-sum — between heterogeneous actors
with mixed motives. Progress here has been more limited for a
few reasons. Computationally, finding exact NE is intractable be-
yond two-player zero-sum games (i.e. PPAD-complete [9]). More
importantly, NE describe an impoverished view of general-sum
interactions as it forbids correlated action choices between players.
This limitation is subtle but critical: consider a road junction, an
NE can only suggest uncorrelated action choices for each driver
when much improved outcomes could have been achieved by co-
ordinating drivers with a trusted third-party (e.g. a traffic light).
Similar general-sum interactions occur frequently in our society.
Fair, mutually beneficial social norms often enable coordination
and improve outcomes for all parties.

This observation motivated (Coarse) Correlated Equilibria ((C)CE,
[1, 24]), an equilibrium solution concept that allows for coordinated
actions between players, mediated by a correlation device that ra-
tional, self-interested players would find beneficial to follow (go
on “green”, wait on “red”). (C)CE generalise NE, as they naturally
reduce to NE if players are in pure competition and have no way to
usefully coordinate. Unlike NE, (C)CE are computationally tractable
too, as they can be formulated as a linear program (LP) even in
the n-player general-sum setting. Algorithms that offer conver-
gence to (C)CE have also received increased interest in recent years.
Following similar iterative best-response arguments as PSRO, [21]
proposed Joint PSRO (JPSRO), a population learning algorithm with
convergence guarantees to a NF (C)CE in n-player general-sum EF
games. Nevertheless, evidence of convergence to (C)CE has been
limited to a few research games that can be solved analytically —
the costs of representing, training and evaluating a population of
independent RL agents for each player quickly become intractable,
especially in games that demand complex skills.

How can we bring game-theoretic algorithms such as (J)PSRO
to real-world games in full generality and at scale? The central
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question here, we argue, is that of efficient policy representation.
If human players can routinely combine and reuse different skills
to develop new strategies in games such as Chess, Go and Poker,
could artificial agents reuse fundamental skills such as locomotion,
perception and memory across strategies too? Whereas such skills
must be learned repeatedly at each iteration in (J)PSRO using inde-
pendent RL, Neural Population Learning (NeuPL, [16, 19]) transfers
and refines such skills across all policies within the population.
Conditioned on opponent priors, the same neural network repre-
sents diverse best-response policies and implements PSRO in sym-
metric zero-sum games. This approach offers several advantages.
The shared, probabilistic representation of opponent behaviours
promotes skill transfer between strategies, allows for online adapta-
tion under different opponent priors and reduces the computational
costs of training a population of policies to be comparable to that of
self-play. Despite strong empirical results in several test domains,
NeuPL remains limited in important ways. First, NeuPL is restricted
to symmetric zero-sum games, limiting its generality in practical
applications. Second, the convergence guarantees of population
learning algorithms with shared strategy representation requires
further clarification, as we shall explain in this work. Relatedly,
NeuPL fell short of demonstrating empirical convergence to a NE
in research games where convergence can be verified empirically.

We address these limitations with NeuPL-JPSRO, a scalable, equi-
librium convergent algorithm for n-player general-sum games. We
clarify the convergence guarantees of population learning algo-
rithms with shared representation, before motivating fundamental
departures from NeuPL that ensure convergence in general games.
Empirically, we show that NeuPL-JPSRO converges to a CCE in sev-
eral OpenSpiel games at a rate of convergence comparable to exact
JPSRO where solutions can be evaluated exactly using analytical
game solvers. Lastly, we show that unlike JPSRO, NeuPL-JPSRO can
be deployed efficiently in complex domains, demonstrating adap-
tive, coordinated control in MuJoCo control domains and transfer
learning of skills in the team strategy game of capture-the-flag that
requires spatiotemporal reasoning from partial, visual observations.

Additional experimental details and proofs are available in ap-
pendices to the extended version of this paper [20].

2 PRELIMINARIES

We now formally describe CCE [24] and JPSRO [21] before intro-
ducing our method NeuPL-JPSRO.

2.1 Coarse Correlated Equilibrium (CCE)

Normal-form (NF) games are the simplest game formulation where
each player p plays one of its actions ap € {ao,a}], = A
simultaneously and receives a payoff G, : A — R as a function
of the joint action a = (ay,...,an), witha € ®pAp = A and n the
number of players. For player p, we denote a = (ap, a-p) witha—p =
(...,ap-1,ap+1, ... ), the actions played by all players except p. Let
a(a) = o(ap,a-p) denote the probability of players playing the
joint action a and o a probability distribution over the space of joint
actions. A pure strategy is an action distribution that is deterministic
and a mixed strategy is one that can be stochastic. The value for
player p under a mixed joint strategy o is defined as Eq~s [Gp(a)] =
Ea~o [Gp(ap, a-p)]. Let o-p(a-p) = Zap o(ap, a-p) be a marginal
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distribution over all players’ action choices other than that of player
p- Let A_p, be the probability simplex of all such distributions. We
similarly define marginals o(ap) = X, o(ap, a-p).

Let | x]+ = max(x, 0). The maximum incentive for p to deviate
from o by choosing action aj, is:

() = L max (B [Gp(@nap) ~Gp@l)],. )
cisane-CCEifVp, §p (o) < e. A common metric for quantifying the
approximation of o to a CCE is the CCE gap: §(c) = X, 6p(0) > 0.
A CCE gap is 0 if and only if o is a CCE. The value to a player under
a CCE is its CCE value. CCE generalises NE in that every NE is a
CCE but only CCE that factorise into marginals o(a) = [, o(ap)
are also NEs. Consequently, CCE always exist in finite games [26].

NF CCE can be applied to EF games and we describe a specific
construction that allows us to do so. In an EF game, player p follows
a policy 7p(-|s) that maps a state s to a distribution over actions.
Analogous to players taking actions in an NF game, we can con-
struct an NF metagame where playing an action a, € A executes
a policy 7, € II, in the EF game for player p. Such a metagame
would be large as it contains all enumerated policies as actions. We
refer to the joint policy of all players = = (1, ..., 7,) as the joint
policy and 77—p = (..., Tp-1, Tp+1, . . . ) as the co-player joint policy
for player p. In this metagame, the definition of an NF CCE applies.
The maxy c 71, operator, from Equation 1, amounts to max e,
or finding a policy 7'[1’, that maximises player p’s expected payoff
to a co-player mixed-strategy o-p. The policy that does so is a
best-response (BR) to the co-player mixed-strategy o—,. We study
such NF metagames for the rest of this paper.

2.2 Joint Policy-Space Response Oracle (JPSRO)

The action space of an NF metagame can be intractable to enumer-
ate. Nevertheless, we can study restricted NF metagames, whose
action spaces are subsets of those of the full game. JPSRO [21] im-
plements such an algorithm that converges to an NF CCE of an EF
game (Algorithm 1). Starting from an initial restricted metagame
with a set of starting policies for each player I1° = {7'[3 Zzl, JPSRO
i},l, sampled
according to the marginal CCE oﬁ;,l and adds it to player p’s set
of policies at iteration t. This amounts to adding a metagame ac-
tion for each player, leading to an expanded metagame at the next
iteration. The expected payoff (EP) G! is re-evaluated at each it-
eration for all joint policies and ¢? is re-computed using a CCE
meta-strategy solver (MSS). ¢* is referred to as a CCE of the re-
stricted game, or a CCE mixed-strategy at iteration ¢. This pro-
cess terminates when a BR operator cannot find policies 7%, ¥p
5 =
I_E,ngt—l [Gp(]‘[t, Tp) = Gp(n)]J+ < g, resulting in an NF e-CCE
of the full EF game.

In short, instead of enumerating policies which is intractable
for most NF metagames, JPSRO uses a BR operator to implement
the maximisation step from Equation 1 and constructs a sequence
of restricted metagames whose CCE converge to a CCE of the full
game. The BR operator can be implemented using analytical solvers
if available (as in [21]) or approximate methods such as RL. We
refer to the former case as exact JPSRO and the latter approximate.

computes a BR policy to co-player joint policies II

that yield an € improvement in expected payoff with max,
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Algorithm 1 JPSRO (CCE) [21]

1: H?,...,H(,)l = {Jr(l)},.‘.,{ng}
2. GY « EP(I1%)

3: 00 «— MSS(G?)

4 forte[1,...] do

5 forpe[1,...,n] do

6 ﬂig, 5;, — BR(HL;,I, ai;,l

7: HztJ — Hjtfl v {77.';)}

8: end for

9 if max, 5;, < € then > e-CCE.
10: return (II' 71, o*71)

11: end if

12 G!' « EP(ITY) > payoffs.
13: ol «— MSS(G?) > CCE solver.
14: end for

3 NEUPL-JPSRO

We now describe NeuPL-JPSRO (Algorithm 2), an algorithm that
builds on JPSRO but scales up to complex domains using function
approximation and deep RL. The key idea behind NeuPL-JPSRO is to
parameterise each policy for each player with a strategy embedding

vector V;J € RY, resulting in player-specific strategy embedding

vectors V = {V1,...,Vyp} where V), = (9, V}J, ...} represents
strategies available to player p. Each strategy embedding vector pa-
rameterises a policy ITg(+|s, v), using a conditional neural network
with parameters 0 shared over all players’ strategies. Strategy em-
bedding vectors vlt, are randomly initialised and optimised jointly
with the rest of the network parameters 6. For conciseness, H;V
denotes all sets of policies for all players. We omit subscript or
superscript on strategy embeddings when referring to all players
or all strategies of a player. Strategy embeddings are optimised
end-to-end in the same way as the network parameters §. We use
7’ (+|s) « m(-|s) to refer to policy =’ updating its action distribu-
tion to that of x in state s. This can be implemented exactly in
the tabular case, and approximately by minimising KL-divergence
Dxr1, [71'('|$) || =’ (~|s)] when using function approximation.

While NeuPL-JPSRO closely follows JPSRO, a key issue arises
with this integrated approach to policy representation — changes
to one policy now affect behaviours of others. This could be benefi-
cial in the form of skill transfer, as shown in [19] (and the rest of
this work), but may also affect the convergence guarantees of the
algorithm. We discuss the convergence properties of population
learning algorithms with shared representation in Section 3.1 before
explaining how NeuPL-JPSRO in theory guarantees convergence
to a CCE with a continual learning approach. Section 3.2 examines
how function approximation can be used in each of the key oper-
ations of NeuPL-JPSRO to scale up to large games. In particular,
best-response learning can benefit from skill transfer and expected
payoff (EP) evaluation can build on the learned strategy embed-
dings. Our approach here generalises NeuPL which is specialised to
strategy representation in symmetric zero-sum games. The scaling
approaches described here are also in contrast to exact JPSRO that
does not generalise to large games, or approximate JPSRO, which
quickly becomes computationally prohibitive at scale.
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Figure 1: A turn-based two-player zero-sum game where
player 1 publicly chooses a direction that player 2 is rewarded
for avoiding. Terminal nodes show the payoffs of player 2.

3.1 Convergence to Equilibria

A key element of the convergence arguments of NeuPL [16, 19] re-
lies on the stationarity of co-player policies at each best-responding
iteration 7. Given stationary co-player policies, it follows that a
max-entropy RL algorithm would converge uniquely and the re-
sulting policy would stand as a stationary co-player policy for all
iterations t > r that follow. We show that the use of a max-entropy
RL algorithm does not uniquely identify a best-response policy
with a counter-example (Figure 1), unless additional assumptions
are made on the dynamics of the game and the co-players. Specif-
ically, we argue that max-entropy RL only results in stationary
action distributions in states it visits when best-responding, which is
a subset of all states where it may need to act as a co-player. This
means that during best-response learning at iteration ¢, co-player
policies developed at earlier iterations 7 < ¢ may be non-stationary
in some states, and their best-responses may in turn change. In
other words, best-response learning for iterations ¢ > 7 may be
optimising towards “moving targets”, and may never converge.
To make this concrete, consider the toy example shown in Fig-
ure 1. In this game, player 1 publicly declares a direction and player
2 is rewarded for avoiding it. Suppose player 1 plays a deterministic
policy that always chooses “L” in state S; to which player 2 best-
responds, a sample-based maximum-entropy BR operator would
assign equal probability to “M” and “R” in state Sy, converging to
the maximum-entropy BR which is stationary in all states reach-
able under the deterministic player 1 policy. Nevertheless, player
2 may be forced to act in additional (dashed) states in subsequent
iterations with a different player 1 strategy — indeed, with function
approximation and shared representation, player 2 would behave
unpredictably in these states yet any behaviour in these states
would still constitute a valid best-response to player 1’s original
strategy. This is problematic for convergence, as the best-response
to player 2’s policy may change arbitrarily and there is no guar-
antee that the population would expand over all finite policies in
the limit. This is true unless the best-responding policy can reach
all states under the co-player joint policies (Definition 3.1). Under
the full-support condition, NeuPL policies will remain stationary in
all states. Indeed, the two domains considered in [19] likely satisfy
this full-support condition: rock-paper-scissors is an NF game, and
in running-with-scissors co-player policies are stochastic, under par-
tial observability and entropy-maximising, resulting in full-support
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reach probabilities for all states. This need not be the case in general
games. In fact, the problem is particularly salient in games where
best-response strategies are often deterministic (e.g. goofspiel, also
known as the game of pure-strategies [30]). We evaluate NeuPL-
JPSRO in such domains in our experiments in Section 4 to show
its robustness in converging to a CCE even in the absence of the
full-support condition.

Definition 3.1 (Full-Support). All states can be reached with posi-
tive probability at each iteration under the co-player joint-policy.

How does NeuPL-JPSRO ensure convergence to an equilibria
while maintaining the computational efficiency of shared strategy
representation? The key idea behind NeuPL-JPSRO is to take a
continual learning approach that removes the need for the full-
support condition entirely.

Algorithm 2 NeuPL-JPSRO (Ours)

1 (VI,..,,(Vnz{vg},...,{vg}
2 G° — EP(ITY)

3: 00 « MSS(G?)

4 forte[1,...] do

5 60,V —vV

6: forpe[1,...,n] do

> With Ip(-|s, v).

> NeuPL-JPSRO iterations.
> Reference policy parameters.

7: JT;;, 5}, — BR(Hg}, aﬁ;,l) > See Section 3.2.1.
8: Vs, g (+]s, v;,) — 7[;,('|$) > Distill.
9 Vs, g (v|s, vp) < Hé(~|s, 7p) > Regularise.
10: Vp = Vp U{v}

1t: end for

12: if maxy 6, < € then

13: return (H(}}, i1

14: end if

15: Gl EP(HQ’) > See Section 3.2.3.
16: ol « MSS(G?)

17: end for

Instead of concurrently optimising at all iterations as in NeuPL,
learning in NeuPL-JPSRO proceeds iteratively — at iteration ¢, the
best-response policies for each player z%, ¥p € [n] are optimised
against stationary co-player policies (we describe how ﬁf, are com-
puted efficiently next). To ensure co-player stationarity, we intro-
duce a set of reference policies IT5(-|s, f/;), Vr < t,Vp € [n], whose

parameters 6 and V are held fixed for the duration of one iteration.
Within one iteration, the best-response policies 7, Vp € [n] being
optimised are distilled into the neural population Vs, ITg(:[s, vjt,) —
7[;,('|S). At the same time, the behaviours of all existing strategies
are held stationary via regularisation Vs, IIy([s, vp) « II é(-|s, 7p)
in all states that player p may reach. We recall that both distillation
and regularisation are implemented as a minimisation problem of
the KL-divergence between two policies. Our approach here draws
inspiration from [32] where a conditional model continuously com-
presses existing skills while incorporating new ones with a shared
skill latent space. We can now formally state the convergence guar-
antees of NeuPL-JPSRO with a proof that trivially extends from the
convergence arguments of JPSRO [21].
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Figure 2: Efficient best-response solving by reusing trans-
ferable representation from the policy population Hév. At
iteration ¢, the policy head I (green) reuses the encoder
and memory representation from Iy (gray) to learn a best-
response to co-player mixed-strategy ai;,l. The best-response
policy is concurrently distilled into the neural population of

P v t . t
policies IT (-ls, v,) under the strategy embedding vector v,,.

Theorem 3.2 (CCE Convergence). When using a CCE meta-strategy
solver in NeuPL-JPSRO, and when distill and regularise operators are
exact, the sequence of mixed-strategy converges to a normal-form
CCE under the meta-strategy distribution.

ProoF. In this case, NeuPL-JPSRO is equivalent to JPSRO which
is known to converge, as proved in [21]. O

Finally, we generalise the convergence arguments of JPSRO [21]
which assumes that the BR operator returns deterministic policies,
to also consider the case of stochastic policies as is often the case
in policy-gradient RL methods. In fact, we show that by encourag-
ing specific types of stochastic policies such as the ones that are
entropy-maximising, we can guarantee that the population learning
process terminates. We defer formal arguments to Appendix A for
completeness and use max-entropy RL algorithms for best-response
solving in this work in practice.

3.2 Scaling to large games

3.2.1 BR learning to CCE co-player mixed-strategies. At iteration t,
NeuPL-JPSRO solves for a BR policy against co-player CCE mixed-
strategy O'i;l for every player p. For games that cannot be solved
analytically, approximate methods such as independent deep RL can
be used. Nevertheless, doing so at every iteration would be imprac-
tical (as we show in Section 4.3). Learning from scratch when facing
skilled co-players becomes challenging at later iterations, especially
when basic skills (e.g. locomotion, perception and recurrent mem-
ory) are required for any meaningful exploration to occur. Instead,
we implement the BR operator using a policy network that benefits
from transferable skills shared by the population of policies H;V.
Figure 2 shows how an auxiliary policy head I1y(:[s, o{;,l) reuses
the strategy-agnostic encoder and memory networks, and learns to
best-respond to co-player mixed-strategies o{;,l. Care needs to be
taken when representing o{‘;l in neural networks: the number of
co-player joint strategies grows exponentially and a useful represen-
tation would reflect the player’s probabilistic prior over co-players’
joint strategies. We represent a co-player mixed-strategy o—, with
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Figure 3: Exact CCE gaps and CCE values in 6 OpenSpiel games for NeuPL-JPSRO (Blue) compared JPSRO (Red) using exact
best-response and expected payoff solvers averaged over 5 seeds.

a weighted representation g(‘V, o-p) as follows

9V, 0-p) = D Gplap) f( vl vl )

a-p

@

considering only TOP-K co-player joint strategies a-, under o—
for the summation operation. We describe further details in Appen-
dix B.1 where we show that k = 96 almost always leads to a lossless
representation of co-player joint strategies in our experiments, as
well as how player symmetry can be leveraged in the encoding
function f for further representation efficiency.

3.2.2 BR learning to any co-player mixed-strategy. The weighted
co-player representation (Equation 2) allows us to replicate re-
sults from [16] too, where a conditional policy 7(:|s, 0-p) responds
Bayes-optimally to any co-player mixed-strategies o—p € A—p. We
demonstrate this potential for online adaption in Section 4.2 where
aplayer collaborates with different co-players under uncertain prior
beliefs. We make a simple modification to Algorithm 2 where we
additionally sample arbitrary distributions over co-player strategies
o-p ~ Pr(A-p) and optimise IT4(-[s, 0-p) to best-respond accord-
ingly. At convergence, IT; (+|s, 0-p) behaves Bayes-optimally under
any prior o, € A, over co-player joint-strategies.

3.2.3  Expected payoff evaluation. Payoff tensor G* needs to be eval-
uated at each iteration to update the metagame CCE mixed-strategy
ol «— MSS(G?). This can be costly: the number of joint strategies to
evaluate grows exponentially in the number of players and estimat-
ing payoffs under each joint strategy may require many simulations
in the absence of an analytical solver. We leverage learned strategy
embedding vectors V' and continuously optimises a payoff estima-
tor network G(a) « 1//W(vf‘, ..., Vi) € R" that predicts payoffs
to each player under a joint strategy a = (ay, . . ., ap). This network
is used in all our experiments in lieu of the EP operator. Similar to
[19], the payoff estimator network is trained to minimise the same
loss function as the action-value function of the underlying RL
agent. As i, is only conditioned on joint strategy embedding vec-
tors and unaware of the state-action pairs, it is therefore regressing

towards the expected returns for each player under a specific joint-
strategy, with the expectation over the state and action distribution
when players play out the specific joint-strategy a. We describe
how this payoff estimator network is implemented and optimised
in Appendix B.3. This payoff estimation network removes the need
for evaluating payoff tensors through simulation, making payoff
estimation at every NeuPL-JPSRO iteration practical and efficient.

4 RESULTS

We now present our empirical results that aim to answer two ques-
tions. First, we verify rigorously that NeuPL-JPSRO converges to a
CCE in non-monotone strategy games for which exact CCE gaps
and CCE values can be computed using analytical solvers. Second,
we demonstrate its efficiency and generality by applying it to com-
plex domains that involve realistic physics, partial observability
and team-play. Additional technical details on compute, network
architecture and game settings are provided in Appendix C.

4.1 Convergence in n-player general-sum games

To demonstrate empirical convergence to a CCE in n-player general-
sum games, we investigated a diverse set of 6 strategy games from
the OpenSpiel task suite [13] as described in Appendix C.1. Figure 3
summarises our results in each game reporting the sum of CCE
gaps and CCE values across players when playing their equilib-
rium strategies of the restricted metagame at each iteration. For
comparison, we show the same metrics for exact JPSRO in red,
where entropy-maximising BRs are computed analytically at each
iteration. 5 independent trials have been run for each game for each
algorithms. For all games except trade_comm, the initial policy acts
uniformly in all states!. The evaluation of CCE gaps and CCE val-
ues are exact in that the only input to the evaluation procedure
from NeuPL-JPSRO are the sets of trained policies H;V. The value

'In trade_comm, learning a maximum-entropy BR to a uniform policy makes no
progress: for a policy that ignores the message received, the BR would be agnostic to
what message to send.
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Figure 4: Emergence of cooperation in MuJoCo multiagent cheetah_run. (Left) Expected returns achieved at each iteration
(solid) compared to the maximum return obtained by independent trials where players optimise through self-play (dashed). The
average return at iteration 16 is comparable to that of SoTA single-agent RL [33] (Middle) The sequence of CCE best-responded
to at each iteration for player 1 (rear leg) and player 2 (front leg). (Right) Visualization of the learned behaviours at iteration 3
where the rear leg player raises the front leg player and at iteration 16 where both players cooperate competently.

of each policy, the optimal deviation actions as well as the CCE dis-
tributions are computed using analytical solvers. For completeness,
detailed results from each trial and for each player are shown in Ap-
pendix C.1. For instance, inspecting per-player CCE values shows
that NeuPL-JPSRO has recovered the last-mover advantage in poker.
The sustained stability of the CCE values and CCE gaps at each
NeuPL-JPSRO iteration suggest empirical co-player stationarity,
necessary under our convergence arguments.

We make the following remarks. First, we observe empirical
convergence towards a CCE in all games with both methods. In
some games, NeuPL-JPSRO discovered and represented up to 64
policies for each player, far exceeding the size of the population
reported in prior works [19]. This demonstrates the potential of
NeuPL-JPSRO to converge in games with long strategy cycles such
as goofspiel. Second, neither NeuPL-JPSRO nor JPSRO converged
to CCE with specific properties. In particular, the values of the
CCE do not converge to the values of the maximum-welfare CCE
in non-zero-sum games (sheriff and trade_comm)?. Equilibrium
selection [3] remains an open question: every CCE describes a
rational, stable state of the system in that no one has an incentive
to deviate from their equilibrium strategy but only certain equilibria
are socially valuable or fair. NeuPL-JPSRO converges to one such
equilibrium, but to which remains unclear.

Additionally, we note that in some games, NeuPL-JPSRO, an
approximate method, has observed faster convergence to a CCE in
some games than exact JPSRO in early iterations (e.g. Leduc Poker
in the first 20 iterations). This maybe counter-intuitive at first, but
we shall explain why this could be the case in practice through an
example. Consider the game of rock-paper-scissors and suppose we
start off the population with a deterministic always-rock policy. An

2Qur results for the JPSRO baseline differ from what have been reported in [21].
This is because the default analytical BR solver in OpenSpiel chooses the first action
deterministically among indifferent ones. We used a maximum-entropy solver instead,
which removes this implicit coordination bias.

1252

exact best-response to this initial policy would be always-paper and
an approximate one (perhaps due to entropy maximisation) may
randomise but with a strong preference for paper (e.g. 80%-paper,
10% rock and 10% scissors). In each scenario, the CCE between the
first two strategies amounts to always playing the latest strategy —
always-paper is played in the former, and a mostly-paper strategy
is played in the latter. It is therefore unsurprising that the exact
case has a higher CCE gap as always-paper is more exploitable (to
always-scissors) than its approximate, randomising counterpart.
Indeed, in population learning algorithms such as PSRO, the rate
of convergence is not necessarily faster when the best-response
solver is exact. The empirical rate of convergence to an equilibrium
depends on the dynamics of the game and the choice of initial
policy as well. Nevertheless, we show NeuPL-JPSRO to converge
empirically, at a rate comparable to exact JPSRO.

4.2 Online adaptation in multiagent MuJoCo
domains

Humans often adapt to each other in an online fashion, whether
it’s in competition, cooperation, or a mixture of both. Through
iterative BR solving, population learning can generate diverse and
strategically relevant behaviours. Prior work leveraged this prop-
erty in a competitive setting [16], where a single conditional pol-
icy 7(+|s, 0-p) is trained to best-respond to arbitrary metagame
mixed-strategies o, € Ap. By interpreting o, as a prior over
co-player joint strategies, 7(-|s, 0—p) trades off exploration and ex-
ploitation Bayes-optimally, maximising its expected returns. We
study if NeuPL-JPSRO can lead to similar adaptive behaviours but in
a cooperative setting. We construct a cooperative common-payoff
physically-simulated game using cheetah_run [37] where player
1 and player 2 control the rear and front legs respectively and re-
ceive the same forward velocity reward. Both players observe all
joint positions of the cheetah embodiment but do not observe each
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Figure 5: (Left) A 4-player capture-the-flag environment showing first-person views for each player. (Right) Convergence
to a CCE shown by the diminishing incentive to deviate to an independent BR across iterations (Blue) Expected returns of
independent RL exploiter policies optimised against the marginal CCE mixed-strategy o?, p from NeuPL-JPSRO at iteration t.
(Orange) Same as Blue, but initialised with pre-trained encoder and memory network parameters (as in Figure 2). (Red) CCE
values at each NeuPL-JPSRO iteration. Solid lines show the optimistic best-of-six exploiter returns.

other’s joint actuation. To do well, players must build a model of setting. We show here that similar adaptive behaviors can emerge

the co-player at play and react accordingly. in a cooperative setting with asymmetric roles using NeuPL-JPSRO.
Our goal is to verify that by letting players control parts of the

same body, the population of policies H;V would develop diverse 4.3 Strategic team-play in capture-the-flag

behaviour patterns, while the conditional BR policy I14(-[s, 0-p)
learns to adapt to different partners in an online fashion. Figure 4
(Left) shows our findings. With NeuPL-JPSRO, the two players
discovered a sequence of 16 strategies using the same conditional
network, continuously improving the expected returns across iter-
ations. The final averaged return outperforms self-play baselines
with less variances across seeds. Figure 4 (Middle) visualised the
sequence of CCE joint distributions discovered over 16 iterations.
In earlier iterations, the player controlling the rear leg learned to
raise its partner so as to minimise the disruption caused by an un-
skilled co-player (shown in Figure 4 (Bottom-Right)). This strategy
became dominant in earlier iterations as it maximises returns for
the pair. In subsequent iterations, the front leg player discovered
policies that can cooperate with the rear leg player, leading to co-
ordinated joint policies as shown in Figure 4 (Top-Right). We show
this emergence of partnership visually over the first 4 iterations>.
More interestingly, by conditioning the final BR policy I ([s, 5-p)
with a uniform co-player prior 55, we observed that the same
policy is capable of probing its front leg partner through interac-
tion and adapt accordingly online?. Following initial feedback, the
rear leg player either took control of the full body if its partner ap-
pears uncooperative or worked effectively with a front leg partner
that proved competent. Our findings are consistent with [16], who
considered agents adapting to multiple opponents in a competitive

NeuPL-JPSRO efficiently scales up to games requiring transferable
skills while converging to an approximate CCE. In this section,
we investigate capture-the-flag, a 4-player game where players
compete in teams to capture the opponents’ flag and bring it back
to the home base under partial observability.

A global view of the environment as well as players’ first-person
observation of the game are shown in Figure 5 (Left). Compared
to the standard environment described in [15], we modified the
visibility mechanism such that brick walls would restrict players’
view (shown in grey). This puts further emphasis on players’ abili-
ties to infer others’ strategies under partial visibility. We used the
default rewards, which are sparse: players on the same team receive
a reward of +10 (-10) upon capturing (conceding) a flag and zero
otherwise. Players on the same team do not have explicit commu-
nication channels: they can observe floor paint left by co-players,
current status of flag capture and the behaviours of other play-
ers to form implicit conventions. The opponent’s flag is captured
when returned to one’s home if and only if their own flag remains
at home too. Players may paint the floor and they cannot move
if the tile they stand on has been painted over by an opponent.
A player is removed if they are tagged twice within a short time
and they recover more quickly if standing on tiles painted in their
own colour. Despite the complexity of the game, NeuPL-JPSRO
successfully discovered a sequence of 8 strategies, using a single
conditional network. It is challenging to offer a succinct view of
3cheetah-run: https://youtu.be/-bBR6Vtu0sI the learning dynamics considering the size of the payoff tensor, but
4cheetah-adapt: https://youtu.be/zMwhWgafAK4. Appendix C.3 shows an overall trend of progress: joint strategies
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developed at later iterations tend to be less exploitable, dominating
earlier combinations of opponent strategies.

We visualise these strategies®. While this environment is a sim-
plified variant of the classic 3D game studied in [11], we observe
similar behaviour patterns to emerge here as well. Throughout the
first few iterations, players incrementally learned to implement
coordinated strategies such as “Home Base Defence”, “Opponent
Base Camping” and finally “Teammate Following”. Other skills such
as timing the tagging cool-down mechanism have emerged, too.

It is difficult to verify convergence to a CCE in a game of this com-
plexity. Nevertheless, we offer empirical evidence of convergence
to a CCE by independently training best-responding RL policies
against marginal CCE mixed-strategies of the restricted metagames
at each iteration {c* }IT:(), using standard RL algorithms. This is
similar to the exact CCE gap evaluation in Section 4.1 but with an
approximate BR solver. Figure 5 (Right) shows our findings. Com-
pared to the CCE value to player p when playing according to the
joint CCE distribution ¢! (Red dashed), a standard RL algorithm
managed to find policies with better returns in the first 5 iterations
(Orange and Blue). These iterations have not converged to a CCE
of the game as profitable deviations can be made by unilaterally
switching to these independently optimised BR policies. At iter-
ation 6, independent RL training can no longer outperform. This
shows that we are in close proximity of a CCE and little room for
improvement remains compared to what player p’s equilibrium
strategy already implements. We note that we report the maximum
expected returns observed over 6 independently trained BR poli-
cies. This is because our goal is to certify if any profitable deviation
actions can be found. We report the average case in Appendix C.3
where independent RL struggled to outperform the CCE equilib-
rium strategies as soon as iteration 5. Our exploiter results suggest
that RL policies optimised via self-play would at best match the
CCE solution of NeuPL-JPSRO. We note that the CCE value to each
player at every iteration must be zero, as the game is zero-sum.

An orthogonal benefit of NeuPL-JPSRO lies in its potential in
transfer learning across players and strategies. This is particularly
attractive in domains such as ours that afford transferable skills. To
do well, players must learn to represent visual observation history
so as to infer other players’ strategies under partial observability. In
close combat, players must understand the cool-down mechanism
of the tagging action and proactively retreat to a safe distance in a
stand off. Figure 5 (Right) confirms our hypothesis, showing that a
randomly initialised RL policy struggled to best-respond to strong
opponents (Blue) when a policy partly initialised with pre-trained
encoder and memory network parameters succeeded (Orange). This
highlights the importance of transfer learning in complex games
— strong opponents tend to create difficult exploration problems
for randomly initialised RL policies. In this instance, approximate
JPSRO would have led to the incorrect conclusion that no further
improvement can be made after 3 iterations, forfeiting strategically
interesting joint-strategies of this game. NeuPL-JPSRO naturally
promotes a progressive learning curriculum and benefit from trans-
fer learning of strategy-agnostic skills.

S capture-the-flag: https:/youtu.be/z5EeMfcOo7A. Each player’s first-person view is
annotated in white with the iteration of the strategy at play. The cumulative return to
each team is shown at the top.
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5 RELATED WORK

A rich body of literature have focused on providing convergence
guarantees to equilibria in games of different degrees of generalities.
Two-player zero-sum games, in particular, attracted attention given
the tractability and interchangeability of NE in this setting. Fami-
lies of NE-convergent methods have been developed, with recent
successes in scaling to complex EF games of real-world interests
[4, 14, 23, 29]. Progress beyond two-player zero-sum games trails
behind in comparison. Principled no-regret learning methods [7, 8]
have been proposed, converging to the generalised solution concept
of (C)CE [1, 24]. Nevertheless, there has been limited success in
deploying these methods to in many practical applications due to
their computational challenges in scaling to large games.

Of particular relevance to our work are population learning
methods that leverage latest advances in function approximation
and deep RL. Several works proposed to learn a population of deep
RL agents and observed emergent complex behaviours through
population-based interactions [2, 11, 17, 18, 39]. While these works
demonstrated what could be achieved by multiagent RL at scale,
their convergence characteristics remain to be understood [10]. In
contrast, [14, 19, 22, 36] proposed methods that leverage deep RL
while retaining the game-theoretic convergence guarantees. Fewer
works in this category ventured beyond two-player zero-sum games.
[25] built on the scalable meta-strategy solver of a-rank [27]. [21]
extended PSRO to the n-player general-sum case with theoretical
convergence guarantees to CCE but does not scale up to domains
with complex action and observation spaces.

6 LIMITATIONS

A common limitation of equilibrium convergent population learn-
ing algorithms is the lack of guarantee on which equilibrium the
population would converge to. This applies to our work too (Sec-
tion 4.1). While we can expect convergence to an equilibrium, we
cannot predict if the solution would be desirable (e.g. that it is social-
welfare maximising). In competitive games, equilibrium selection
is less critical as NEs are interchangeable. This is in contrast to
general-sum games where players might find themselves signifi-
cantly less well off in some equilibria than others. Computationally,
while NeuPL-JPSRO addressed many of the bottlenecks of prior
methods, it remains challenging to scale up to many players each
with many strategies due to the size of the payoff tensor. A future
direction would be to consider sample-based equilibria solutions,
without needing to tabulate the entire payoff tensor upfront.

7 CONCLUSIONS

We proposed NeuPL-JPSRO as an efficient and scalable algorithm
to solving n-player general-sum EF games that provably converges
to a NF CCE. We verified its convergence empirically, across di-
verse test domains ranging from research strategy games to games
that require deep RL. We showed that NeuPL-JPSRO can adapt to
diverse co-players in non-zero-sum settings and demonstrated the
importance of transfer learning in solving games with transferable
skills. Our method is computationally accessible, paving the way for
deploying game-theoretic solutions to real-world general games.
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