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ABSTRACT
Triangle counting in graphs is a fundamental problemwith a diverse

application domain. In this paper, we propose a solution to the tri-

angle counting problem in an anonymous graph using autonomous

mobile agents. We further use the triangle count to address the

Truss Decomposition problem which involves finding maximal sub-

graphs with strong interconnections. Truss decomposition helps in

identifying maximal, highly interconnected sub-graphs, or trusses,

within a network. Additionally, the triangle count is also used to

compute two important metrics - Triangle Centrality and Local Clus-
tering Coefficient for the nodes of the graph. Our goal is to devise

algorithms that effectively solve these problems minimizing both

the overall time complexity and the memory usage at each agent.
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1 INTRODUCTION AND RELATEDWORK
Triangle counting in graphs has received significant attention in

recent decades, serving as a building block of complex network

analysis. It is used for computing the clustering coefficient, one

of the most used metrics for network analysis [5, 19, 25], and tri-

angle centrality [1, 6, 15]. Triangle counting also plays a pivotal

role in the hierarchical decomposition of a graph such as truss

decomposition [24], an important hierarchical subgraph structure

in community detection [2, 11]. In addition, Becchetti et al. [4] used
triangle counts in detecting web spam and estimating the content

quality of a web page. Other applications include query optimiza-

tion in databases [3], link prediction in social networks [22], and

community detection in system biology [12]. A detailed account of
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related works on triangle counting for various model set-ups may

be found in [3, 4, 10, 14, 16, 20–23].

On the other hand, our agent-based model has been gaining

significant attention recently. For example, there have been some

recent works on positioning the agents on nodes of the graph

𝐺 such that each agent’s position collectively form the maximal

independent set (MIS) [17, 18] or they identify a small dominating

set [8] of 𝐺 . Another related problem is of dispersion in which

𝑘 ≤ 𝑛 agents are positioned on 𝑘 different nodes of 𝐺 , see [13]

and the references therein. A solution to the dispersion problem

guarantees that 𝑘 agents are positioned on 𝑘 different nodes; which

is a requirement for the triangle counting problem defined in this

paper. Exploration problem on graphs using mobile agents refers

to solving a graph analytic task using one or more agents [9].

In this work, we consider triangle counting in a simple, undi-

rected, anonymous graph using mobile agents and then use it as a

sub-routine to solve the (i) Truss Decomposition Problem and com-

pute (ii) Triangle Centrality and (iii) Local Clustering Coefficient. Our
solution to the truss decomposition problem is based on h-index
based parallel truss decomposition algorithm described in [26]. We

study these problems from a theoretical perspective and aim to

solve them while minimizing both time and memory-per-agent as

much as possible. The full version of the paper can be found in [7].

2 PRELIMINARIES, PROBLEM AND RESULTS
2.1 Model
We have𝐺 (𝑉 , 𝐸) - a connected, undirected, unweighted and anony-
mous graph with 𝑛 nodes and𝑚 edges. The nodes of𝐺 do not have

any identifiers and are memoryless. Edges incident on 𝑣 are locally

labelled using port numbers. The edges of the graph serve as routes
through which the agents can commute.

We have a collection of 𝑛 agents residing on the nodes of the

graph in such a way that each node is occupied by a distinct agent

at the start (known as dispersed configuration in literature). Each

agent has a unique ID and memory to store information. Two or

more agents can be present (co-located) at a node or pass through
an edge in 𝐺 . The agents operate in a synchronous system where

they are synchronised to a common clock. We consider the local

communication model where only co-located agents (i.e., agents

at the same node) can communicate among themselves. An agent

can perform a𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑒 −𝐶𝑜𝑚𝑝𝑢𝑡𝑒 −𝑀𝑜𝑣𝑒 task in a time unit,

called round. The time complexity of an algorithm is the number

of rounds required to achieve the goal. The space complexity is

the number of bits required by each agent to execute the algorithm.

Extended Abstract  AAMAS 2024, May 6–10, 2024, Auckland, New Zealand

2186

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


2.2 Definitions
Definition 2.1 (𝑠𝑢𝑝𝑝𝑜𝑟𝑡 [26]). For a given graph 𝐺 (𝑉 , 𝐸), the

𝑠𝑢𝑝𝑝𝑜𝑟𝑡 of an edge 𝑒 ∈ 𝐸 is the number of 𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒𝑠 in 𝐺 that

contain 𝑒 .

Definition 2.2 (𝑘-truss [26]). k−𝑡𝑟𝑢𝑠𝑠 is the largest sub-graph 𝑇𝑘
of𝐺 (𝑉 , 𝐸) in which every edge has 𝑠𝑢𝑝𝑝𝑜𝑟𝑡 ≥ 𝑘 − 2 with respect to

𝑇𝑘 . In case, 𝑇𝑘 is a 𝑛𝑢𝑙𝑙 graph, we say 𝑘-truss for 𝐺 does not exist.

Definition 2.3 (𝑡𝑟𝑢𝑠𝑠𝑛𝑒𝑠𝑠 [26]). The 𝑡𝑟𝑢𝑠𝑠𝑛𝑒𝑠𝑠 of an edge 𝑒 , is

defined as the maximum 𝑘 such that 𝑒 belongs to𝑇𝑘 but not to𝑇𝑘+1.

Definition 2.4 (𝑇𝑟𝑖𝑎𝑛𝑔𝑙𝑒 𝐶𝑒𝑛𝑡𝑟𝑎𝑙𝑖𝑡𝑦 [6]). Triangle Centrality,𝑇𝐶 (𝑣)
of a node 𝑣 ∈ 𝐺 is given by the equation:

𝑇𝐶 (𝑣) =
1

3

∑
𝑢∈𝑁 +

T (𝑣) T(𝑢) +
∑

𝑤∈{𝑁 (𝑣)\𝑁T (𝑣) } T(𝑤)
𝑇 (𝐺)

where, where 𝑁 (𝑣) is the neighborhood set of 𝑣 , 𝑁T (𝑣) is the set
of neighbors that are in triangles with 𝑣 , and 𝑁 +

T (𝑣) is the closed
set that includes 𝑣 . T(𝑣) and T(𝐺) denote the respective triangle
counts with 𝑣 as vertex and the total triangle count in 𝐺 .

Definition 2.5 (𝐿𝑜𝑐𝑎𝑙 𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑖𝑛𝑔 𝐶𝑜𝑒 𝑓 𝑓 𝑖𝑐𝑖𝑒𝑛𝑡 [19]). The Local Clus-
tering Coefficient (𝐿𝐶𝐶) of a node 𝑣 ∈ 𝐺 is written as 𝐿𝐶𝐶 (𝑣) =

T(𝑣)
𝛿 (𝑣) (𝛿 (𝑣)−1) , where T(𝑣) is the number of triangles with 𝑣 as a

vertex and 𝛿 (𝑣), the degree of the node 𝑣 .

2.3 Problem Statements
Triangle Counting using Mobile Agents: Consider an undi-

rected, simple, connected anonymous 𝑛-node graph𝐺 = (𝑉 , 𝐸) and
a collection R = {𝑟1, 𝑟2, . . . , 𝑟𝑛} of 𝑛 agents, each of which is ini-

tially placed distinctly at each node of𝐺 . The 𝑛 autonomous agents

coordinate among themselves to solve the following problems.

(a) Node-Based Triangle Counting: To count the number of

triangles with a given node as a vertex.

(b) Edge-Based Triangle Counting: To count the number of tri-

angles based on a given edge.

(c) Total Triangle Counting: To count the total number of trian-

gles in the graph 𝐺 .

Truss Decomposition, Triangle Centrality and Local Cluster-
ing Coefficient: Consider an undirected, simple, connected anony-

mous 𝑛-node graph𝐺 = (𝑉 , 𝐸) and a collection R = {𝑟1, 𝑟2, . . . , 𝑟𝑛}
of 𝑛 agents, each of which is initially placed distinctly at each node

of 𝐺 . The 𝑛 autonomous agents coordinate among themselves to

solve the (i) Truss Decomposition Problem and compute (ii) Triangle
Centrality and (iii) Local Clustering Coefficient of a given node.

2.4 Our Results
Let 𝐺 be an 𝑛 node arbitrary, anonymous, simple, connected graph

with𝑚 edges, maximum degree Δ and diameter 𝐷 . Let 𝑛 mobile

agents with distinct IDs with the highest ID 𝜆, be placed at each

of the 𝑛 nodes of 𝐺 in an initial dispersed configuration. Then, we

have the following results:

Theorem 2.6 (Triangle Counting). Each agent 𝑟𝑖 with𝑂 (Δ log𝑛)
bits of memory, can calculate the number of triangles with 𝑟𝑖 as a
vertex in 𝑂 (Δ log 𝜆) rounds, the number of triangles based on each
of its adjacent edges in 𝑂 (Δ log 𝜆) rounds and the total number of
triangles in 𝐺 , in 𝑂 (𝐷Δ log 𝜆) rounds.

Theorem 2.7 (Truss Decomposition). The Truss Decomposi-

tion Problem for𝐺 can be solved by themobile agents in𝑂 (𝑚Δ𝐷 log 𝜆)
rounds with 𝑂 (Δ log𝑛) bits of memory per agent.

Theorem 2.8 (Triangle Centrality). The Triangle Centrality
of each node 𝑣 ∈ 𝐺 can be calculated in 𝑂 (Δ log 𝜆) rounds if T(G) is
known and in 𝑂 (𝐷Δ log 𝜆) rounds, if T(𝐺) is unknown. T(𝐺) is the
total triangle count of the graph 𝐺 .

Theorem 2.9 (Local Clustering Coefficient). The Local Clus-
tering Coefficient of each node 𝑣 ∈ 𝐺 , 𝐿𝐶𝐶 (𝑣) can be calculated in
𝑂 (Δ log 𝜆) rounds.

3 TRIANGLE COUNTING VIA MOBILE
AGENTS

In this section, we formulate algorithms for 𝑛 mobile agents that

are initially dispersed among the 𝑛 nodes of the graph 𝐺 to count

the number of triangles within 𝐺 . Due to the indistinguishable

nature of the nodes, the algorithm relies on the memory and IDs

of the mobile agents stationed on these nodes. Moreover, the lim-

itation of communication only within the co-located agents and

synchronising their movement emerges as an additional challenge.

Our algorithm operates in three phases:

• Phase 1 (Neighbourhood Discovery): Agents, symbolically

representing their respective nodes, initially scan their neigh-

bourhoods to gather information about adjacent nodes.

• Phase 2 (Common Neighborhood Counting): Once the neigh-
bourhood information is collected, agents count the number

of common neighbours with each adjacent agent. Addition-

ally, each agent 𝑟𝑖 tallies local triangles with itself as a vertex

and triangles with (𝑟𝑖 , 𝑟 𝑗 ) as an edge, where 𝑟 𝑗 is an adjacent

agent to 𝑟𝑖 .

• Phase 3 (Total Triangle Counting): In the final phase, each

agent consolidates the local triangle count from every other

agent, enabling the determination of the total number of

triangles in the graph 𝐺 .

The results attained throughout the three phases are summarized

in Theorem 2.6. For details, refer to the full version [7].

4 APPLICATIONS
Truss Decomposition: In truss decomposition, we compute the

𝑡𝑟𝑢𝑠𝑠𝑛𝑒𝑠𝑠 for each edge in 𝐺 (𝑉 , 𝐸), to obtain a partition (equiva-

lence classes) of 𝐸, thereby obtaining the 𝑘-trusses of 𝐺 for any

𝑘 by taking union of the equivalent classes. Using methods from

Section 3, we obtain 𝑡𝑟𝑢𝑠𝑠𝑛𝑒𝑠𝑠 values for each edge, thus solving the

Truss Decomposition Problem. The main result of this section is

provided in Theorem 2.7. For more details, refer to [7].

Triangle Centrality and Local Clustering Coefficient: Triangle
Centrality, formulated in [6], identifies key vertices in a graph

by assessing the concentration of triangles around each vertex.

The Local Clustering Coefficient of a node measures the proximity

of its neighbours to forming a clique, indicating the network’s

connectivity around that node. We employ the mobile agents to

compute these metrics. Our results on Triangle Centrality and Local
Clustering Coefficient have been summarized in Theorem 2.8 and

Theorem 2.9, respectively.
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